Segmentation of Text/Graphic from Handwritten Mathematical Documents Using Gabor Filter
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Abstract: Most of handwritten mathematical documents contain graphics in addition to mathematical text. Thus, these documents must be segmented into homogenous areas to facilitate their digitization. Text and graphic segmentation from these documents aims at segmenting the document into two blocks: the first contains the texts and the second includes the graphical objects. In this paper, we focus our interest on document segmentation based on the texture and precisely the frequency methods. These methods are ideal to characterize the texture and allow detecting the frequencies and orientations characteristics. Firstly, we present the main steps of our system (pre-processing, features extraction (using Gabor filter), post-processing and text/graphic segmentation). Secondly, we discuss and interpret the results obtained by our system.
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1. Introduction

Traditionally, transmission and information storage were performed using the paper documents. Also, a large number of books and old documents around the world are kept in the archives and which are threatened of disappearing. It is therefore important to preserve this legacy and make it accessible to everyone and easy to interpret. So, the treatment of paper documents must be done in an efficient and integrated manner. The ultimate solution would be a computer deals with a paper document as effectively as it is able to do with other digital media. Document analysis is an area that is interested in solving this big problem and includes all the techniques that can identify texts, graphics or notations and extract information. For us, we focus our interest mainly on segmenting the image of handwritten mathematical document into microstructures (text, graphic) based on the texture attribute. Texture segmentation consists in segmenting an image into blocks (regions) having the same texture characteristics. The choice of using the texture attribute for image segmentation is justified by the fact that the mathematical text can be seen as a texture; while the graphics have a different texture. And also because this approach allows extracting a set of information without any necessary knowledge of the context, semantics or the physical characteristics of the studied image.

In this paper, we present a new approach based on the filter Gabor. This approach consists in applying a bank of Gabor filters to analyze and characterize the image texture. This texture analysis allows us to segment the document image into mathematical text and graphic regions by using K-means clustering algorithm. We present also a comparison between the results obtained by this approach and those obtained by using Grey Level Co-occurrence Matrix (GLCM).

This paper is organized as follows. Section 2 presents some related works. Section 3 presents our approach for text/graphic segmentation. Section 4 describes the co-occurrence matrix based algorithm for text/graphic segmentation. The last section shows and interprets the experimental results.

2. Related Works

The literature offers us several techniques for text-graphic segmentation from document image. Among the most popular approaches we can cite:

- **Run Length Smoothing Algorithm** [3, 13, 22, 23, 24]: consists in applying a double unidirectional smoothing of the image according to two thresholds. In the case of horizontal smoothing, the threshold is equal to the average of inter-word spaces. Against, the threshold in the case of vertical smoothing is equal to the line spacing. The segmentation is obtained by applying the logical operator "and" between two resulting images. But, the run length smoothing method is sensitive to font-size, character spacing, line and column spacing.

- **Recursive Projection Profiles Method** [14, 18]: based on the projection of the numbers of black pixels in the columns and rows of the image onto horizontal and vertical axes, respectively. This projection generates detectable valleys in the projection profiles. So, the column structure of the document can be extracted easily. The recursive projection profiles is limited to rectangular blocks, and consequently not suited for skewed text.
The main steps of this approach are given below:

- **Connected Components Method** [1, 5, 25]: used also in the segmentation text-graphic. The failures of this algorithm are that it is character size dependent, sensitive to inter-line and inter-character spacing and sensitive to the digitizing resolution.
- **Voronoi Mesh** [2, 21]: allows characterizing the regions with complex shapes and how they are disposed.
- **Geometrical Moments**: useful for the documents segmentation as shown in [20].

### 3. Approach Proposed for Text and Graphic Segmentation

This approach is based on Gabor filter and allows segmenting the handwritten mathematical document image into text and graphic regions by performing texture analysis.

The main steps of this algorithm are given below:

1. **Image document**
2. **Pre-processing**
3. **Gabor filter**
4. **Features extraction**
5. **Post-processing**
6. **K-means clustering algorithm**

**Figure 1. System architecture.**

#### 3.1. Pre-Processing

Image pre-processing is one of the most important steps in our system because of its ability to remedy the problems associated with the images acquisition. The main techniques of this pre-processing step are presented below (Figure 2):

- Convert RGB image to grayscale intensity image.
- Radon transform [13, 14, 15] applied for skew detection and correction.

**Figure 2. System pre-processing techniques.**

#### 3.2. Gabor Filter

Most textures can be characterized through the local spatial frequency and orientation information present in the image. The Gabor filters seem well suited for texture analysis because they have been shown to posses optimal localization properties in both spatial and frequency domain. Gabor filters have been used in many applications, such as edge detection, target detection, retina identification, fractal dimension management, image coding and image representation.

In spatial domain, a two-dimensional even-symmetric Gabor filter can be written as:

\[
h(x, y) = \exp\left(-\frac{1}{2} \left(\frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2}\right)\right) \cos(2\pi u_0 x)
\]

(1)

Where \(\sigma_x\) and \(\sigma_y\) are the standard deviations of the Gaussian envelope along the \(x\) and \(y\) directions, respectively, and \(u_0\) is the frequency of the sinusoidal plane wave along the \(x\)-direction (0°orientation). A rotation of the \(x\)-\(y\) plane by angle \(\theta\) will result in Gabor filters at orientation \(\theta\) [9, 11].

#### 3.3. Features Extraction

Gabor filters seem well suited in document text and graphic segmentation. But to succeed this segmentation, it is necessary to make a good parameterization of these filters. For this, we were inspired by the work [10]. The authors show how to parameterize a gabor filter bank. They recommend using the following rule:

For an image with \(N\) columns, where \(N\) is a power of 2, the frequencies are: \(1, 2, 2\sqrt{2}, 4\sqrt{2}, \ldots, \sqrt{2^{N-1}}\) and for each radial frequency, four filters, with orientations \(0^\circ, 45^\circ, 90^\circ, 135^\circ\) would be selected. By applying the rule described above, for our case, we will have a bank of 28 filters with:

- \(f_0 = 1\sqrt{2}\)
- \(f_1 = 2\sqrt{2}\)
- \(f_2 = 4\sqrt{2}\)
- \(f_3 = 8\sqrt{2}\)
- \(f_4 = 16\sqrt{2}\)
- \(f_5 = 32\sqrt{2}\)
- \(f_6 = 64\sqrt{2}\)
- \(\theta_0 = 0^\circ\)
- \(\theta_1 = 45^\circ\)
- \(\theta_2 = 90^\circ\)
- \(\theta_3 = 135^\circ\)

To extract the gabor features, it is important to calculate them from each gabor response matrix. So, each pixel in the input image will be characterized by 28 values.

Let \(I(x,y)\) denote a grey-scale image and let \(G_{u,v}(x,y)\) denote a Gabor filter defined by its centre frequency \(f_u\) and orientation \(\theta_v\). The feature extraction procedure can be written as the convolution of the image \(I(x,y)\) with the gabor filter \(G_{u,v}(x,y)\).

\[
C_{u,v}(x,y) = I(x,y) \ast G_{u,v}(x,y)
\]

(2)

As we can notice, the above expression represents the complex convolution which can be well exploited by separating its real and imaginary parts.

\[
E_{u,v}(x,y) = Re[C_{u,v}(x,y)]
\]

(3)

\[
\theta_{u,v}(x,y) = Im[C_{u,v}(x,y)]
\]

(4)

After the determination of these parameters, we can compute the filter magnitude response \(M_{u,v}(x,y)\).

\[
M_{u,v}(x,y) = \sqrt{E_{u,v}(x,y)^2 + \theta_{u,v}(x,y)^2}
\]

(5)
3.4. Post-Processing
The number of features extracted is far too big and which makes the segmentation step very difficult. To overcome this problem, a set of post-processing techniques is required:

- Gaussian low-pass filtering to smooth the gabor magnitude information.
- Normalize features to be zero mean and unit variance.
- Use principal component analysis to move from a 28 representation of each pixel in the input image into a 1 intensity value for each pixel.

3.5. K-Means Clustering

A texture based method for document segmentation consists in segmenting the document into homogenous zones which share similar texture characteristics. For example, in a document, the text blocks are assumed to have different texture characteristics to the graphics blocks. In our case, to segment the handwritten mathematical document into text and graphic components, we have chosen to use K-means clustering algorithm. This choice is justified by its efficiency, simplicity and ease of implementation.

K-means algorithm splits a set of objects into K clusters. The result of this algorithm is k clusters wherein the objects within each cluster are as close to each other as possible and as far from objects in other clusters as possible.

The main steps of K-means algorithm are:

- Define k centroids, one for each cluster (the better choice is to place them as much as possible far away from each other).
- Calculate the distance between each data point and clusters centroids.
- Assign the data point to the cluster centroid whose distance from the cluster centroid is minimum as compared to all the cluster centroids.
- Update the centroid value by taking the average of all the objects that belong to the group.
- Recalculate the distance between each data point and new obtained cluster centers.
- Repeat the steps (from step 3) until there are no more changes to cluster membership.

In our case, we have chosen:

- K=2.
- Distance: euclidean distance.

4. Co-Occurrence Matrix and Haralick Features Based Approach for Text and Graphic Segmentation

The co-occurrence matrix with Haralick features still remains one of the most interesting techniques in the texture analysis domain. The co-occurrence matrix is based on the joint probability of pixels distribution in the image [6]. A GLCM element \( p_{d,\theta}(i,j) \) is the joint probability of the gray level pairs \( i \) and \( j \) in a given direction \( \theta \) separated by distance of \( d \) units. GLCM is a matrix that we can extract several pieces of information. For this, Haralick [7] proposed fourteen descriptors calculated from this matrix.

For this work, we have chosen 5 parameters.

- **Energy**: \[ eng = \sum_{i=0}^{n} \sum_{j=0}^{n} p_{d,\theta}(i,j)^2 \]  
- **Entropy**: \[ ent = - \sum_{i=0}^{n} \sum_{j=0}^{n} p_{d,\theta}(i,j) \log p_{d,\theta}(i,j) \]  
- **Local Homogeneity**: \[ homloc = \sum_{i=0}^{n} \sum_{j=0}^{n} \frac{1}{1+(i-j)^2} p_{d,\theta}(i,j) \]  
- **Contrast**: \[ cnt = \sum_{i=0}^{n} \sum_{j=0}^{n} (i-j)^2 p_{d,\theta}(i,j) \]
• Correlation:

\[
\text{corr} = \frac{\sum_{i=0}^{n} \sum_{j=0}^{n} (p_{ij} - \mu_i \mu_j)}{\sigma_i \sigma_j}
\]  

(10)

4.1. Features Extraction

The choice and the determination of inter-pixels distance \(d\) and orientation \(\theta\) is a crucial step which influence negatively or positively the final result. To calculate GLCM features (energy, entropy, local homogeneity, contrast and correlation), multi-distance and multi-direction can be determined. In this work we calculate them by using one distance \(d=\{1\}\) and four orientations \(\theta=\{0^\circ, 45^\circ, 90^\circ, 135^\circ\}\). So, in vector feature \(f\), for each descriptor, we retained the mean of the values calculated in these four directions.

\[
f = \{\text{mean}_0(\text{eng}); \text{mean}_0(\text{ent}); \text{mean}_0(\text{homloc}); \\
\text{mean}_\theta(\text{cnt}); \text{mean}_\theta(\text{corr})\}
\] 

(11)

4.2. Text and Graphic Blocks Segmentation by CLARA Clustering Algorithm

CLARA (Clustering Large Application) was developed by Kaufman and Rousseeuw in 1990 whose purpose was to reduce the computation time of Partitioning Around Medoids algorithm (PAM) [12]. It allows manipulating large vectors and can deals with much larger data sets. CLARA works on several sample of database instead of working on the total population.

The main steps of this algorithm are as follows:

• Draw multiple samples of the data set.
• Apply PAM to each sample.
• Return the best clustering.

A sample shall be selected randomly in order to well represent the original data [12].

In our case, we have chosen:

• Randomly the samples of data set.
• \(K=2\).
• Distance: Euclidean distance.

5. Results and Interpretation

We have prepared a dataset-image of handwritten mathematical documents. This dataset contains 100 images which are composed by text and graphic components. To evaluate the performance of our approach, three performance indices are calculated: Image Segmentation Rate (ISR), Graphic Extraction Rate (GER) and Text Extraction Rate (TER).

\[
\text{ISR} = \frac{\text{Number of images correctly segmented}}{\text{Number of images}}
\]

(12)

\[
\text{GER} = \frac{\text{Number of graphic blocks correctly extracted}}{\text{Number of graphic blocks}}
\]

(13)

\[
\text{TER} = \frac{\text{Number of text blocks correctly extracted}}{\text{Number of text blocks}}
\]

(14)

Results obtained (Table 1, 2, 3, and 4) show that our approach can correctly segment most of the images into homogeneous zones (text and graphic) with very important precision.

Table 1. Results obtained by Gabor filter algorithm and k-means clustering algorithm.

<table>
<thead>
<tr>
<th>GER</th>
<th>TER</th>
<th>ISR</th>
</tr>
</thead>
<tbody>
<tr>
<td>93 %</td>
<td>97 %</td>
<td>92 %</td>
</tr>
</tbody>
</table>

Table 2. Results obtained by Gabor filter algorithm and CLARA clustering algorithm.

<table>
<thead>
<tr>
<th>GER</th>
<th>TER</th>
<th>ISR</th>
</tr>
</thead>
<tbody>
<tr>
<td>87 %</td>
<td>94 %</td>
<td>84 %</td>
</tr>
</tbody>
</table>

Table 3. Results obtained by co-occurrence matrix and Haralick features and K-means clustering algorithm.

<table>
<thead>
<tr>
<th>GER</th>
<th>TER</th>
<th>ISR</th>
</tr>
</thead>
<tbody>
<tr>
<td>85 %</td>
<td>90 %</td>
<td>81 %</td>
</tr>
</tbody>
</table>

Table 4. Results obtained by co-occurrence matrix and Haralick features and CLARA clustering algorithm.

<table>
<thead>
<tr>
<th>GER</th>
<th>TER</th>
<th>ISR</th>
</tr>
</thead>
<tbody>
<tr>
<td>80 %</td>
<td>88 %</td>
<td>78 %</td>
</tr>
</tbody>
</table>

The figures below (Figure 5, 6, and 7) present the difference between both algorithms in terms of blocks segmentation.

Figure 5. Original image.

Figure 6. Text and graphic blocks segmentation by Gabor filter.
Regarding the comparison between both algorithms in terms of processing time, we can conclude that generally the segmentation based on the texture requires an important processing time. But, the post-processing techniques that we have made allowed reducing significantly this time.

The main findings of this experiment are:

- Extraction rate of the graphic blocks is lower than that of text blocks for both algorithms.
- Image segmentation rate of the algorithm based on Gabor filter is much higher than that obtained by co-occurrence matrix.
- CLARA algorithm is less efficient than K-means for both text and graphic blocks extraction.
- Image segmentation rate using K-means algorithm is much higher than that obtained by CLARA clustering algorithm.
- Both algorithms require relatively the same processing time.

6. Conclusions

The objective of this work was to create a system (by using Matlab) which allows segmenting the handwritten mathematical document into two blocks: the first is supposed to contain mathematical text and the second is devoted to the graphical objects. For this, we have presented an approach based on the texture characteristics and more precisely the frequencies and orientations characteristics. This approach is based on the principal steps presented below:

- Pre-processing techniques.
- Filtering the document image by a bank of Gabor filter.
- Calculation of the features vector.
- Post-processing techniques.
- Segmentation of the image into text and graphic zones.

Finally, we have presented a comparison of the results obtained by this algorithm with the results obtained by another algorithm based on the co-occurrence matrix and Haralick features.
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