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Abstract: Despite the fact that images are a primary source of information, the rapid growing of tools that used to amendment images makes the reliability of the digital images in risk. Copy-Move forgery is one important method to forge an image; where part of the image is copied and pasted in another part of the same image. Regarding the related literature in this topic, many methods were developed to detect Copy-Move forgery; each method has its own strengths and weaknesses. In this paper, the capability and the efficiency of using Pseudo-Zernike Moment (PZM) and Zernike Moments (ZM) in detecting this type of forgery are tested. For evaluating the performance of these methods, comprehensive and authentic dataset is used for testing purposes. The results showed that both methods (PZM-based and ZM-based) are robust against blurring, noise adding, color reduction, brightness change, and contrast adjustments that may affect the image with an acceptable false match. However, rotated and scaled copied region still give weak results. Moreover, the PZM-based method is slightly faster and more accurate than ZM-based method.
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1. Introduction

Digital image forensics is a research field that aims to validate the authenticity of images by recovering information about their history. It exploits digital image processing principles and analysis tools to recover information about the history of an image. There are many types of digital image forensics such as: format-based, camera-based, pixel-based, printer forensic, etc. [21]

Many methods are used to forge images (i.e., creating fake images). They can be categorized into three major groups: Images retouching (enhances or reduces certain feature of an image), image splicing (combine two or more images), and copy-move forgery (region duplication forgery) [18]. Digital image forgery detection methods are classified into two principle approaches; the active approach and the passive approach. With active approach, the signature (watermark) that was embedded in the image is extracted and then used to detect any changes in the image. On the other hand, the passive (blind) approach checks the authenticity of images from an unknown and uncontrolled source [8]. This approach studies inconsistencies in natural image statistics.

Copy-move forgery is one important type of image forgeries. In this type, part of the image is copied and pasted in another part of the same image. Most of the algorithms that were designed to detect this type of forgery compose of a sequence of steps: Dividing the image into overlapped blocks, extracting certain features from each block, comparing features. Finally, blocks that have similar features will be marked as forged parts.

On the other hand, criminals-in order to foil the detection process-change the copied region before pasting them in the new place. These modifications increase the camouflage and the complexity of detecting process. For example, the copied region can be slightly rotated or scaled before pasting them. Moreover, additive noise, blurring and JPEG compression are other types of modifications that may affect the image. Thus the desired algorithm should be robust against any possible modifications.

Regarding the related literature in this topic, all researchers try to develop a robust method against a wide range of possible modification. Actually, rotation and scaling still need more concerns.

In this study, the capability and the efficiency of using Pseudo-Zernike Moment (PZM) and Zernike Moments (ZM) in detecting copy-move forgery were tested. In order to do that, a ZM-based method that was suggested by [23] is implemented and improved. Next, a new method based on PZM is developed and implemented. PZM method is tested against many images with different modifications. Finally, a comparison between the two methods is conducted.

For evaluating the performance of detection methods, comprehensive and authentic dataset is used for testing purposes. The strength of both methods are tested against rotation, scaling, blurring, noise adding, color reduction, brightness change, and contrast adjustments that may affect the image blocks.

The outline of this paper is as follows: In section 2, a review of some available relevant literature is given. In section 3, the mathematical background of the image moments is given. Section 4 describes the developed algorithm. Results and comparisons are
given in the section 5 and finally the conclusions are presented in last section.

2. Copy-Move Forgery Detection Methods: General Overview

A very rich literature in the field of copy-move detection focuses mainly on the robustness of the detection method against different modifications, as well as the speed of the method. For this reason, methods are classified according to the selected feature used to check the duplication. However, most of them follow the same pipeline Figure 1.

This pipeline consists of the following steps [8]:

1. Preprocessing: This step is used to improve the computational time by preparing the image for the next step. The most popular operations in this step are: Scale the image down before going on the remaining steps and converting color images into gray scale images. Converting image to gray scale makes its simple to enhance and interprets.

2. Extracting Overlapped Blocks: The image is divided into (squared or circular) overlapping blocks. Input image with resolution M×N is divided into \((M-B+1)\times(N-B+1)\) squared blocks, where each block is of \(B\times B\) size.

3. Feature Extraction: Here, the representative features of each block are computed. Robustness of these features against different post-processing operations gives better chance in detecting the duplicated areas. Some examples are given in Table 1.

4. Matching: The aim of this step is to find the duplicated blocks based on their features descriptor that has been extracted in the previous step. These features are sorted and the high similarity between two features is interpreted as a hint for a duplicated region. Lexicographically sorting [12], and K-D tree [18], the most common sorting methods that were used [5].

5. Verification: This step is performed in order to reduce superior matches. This done by grouping matches that jointly follow a same transformation pattern. For example matches that belong to a copied region are expected to be spatially close to each other in both source and target blocks. Furthermore, matches that originate from the same copy-move action should exhibit similar amounts of translation, scaling and rotation.

6. Locating the copied region: By coloring or highlighting them.

Many methods were developed for copy-move forgery detection. Table 1 shows some methods classified according to the selected feature that were used to represent the image.

<table>
<thead>
<tr>
<th>Class</th>
<th>Feature used</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Block-based methods.</td>
<td></td>
</tr>
<tr>
<td>a. Frequency domain-based.</td>
<td>DCT [6, 10, 13], FMT [5], DWT [14].</td>
</tr>
<tr>
<td>b. Dimensionality reduction-based.</td>
<td>SVD[26], and PCA[20].</td>
</tr>
<tr>
<td>the image is segmented using</td>
<td></td>
</tr>
<tr>
<td>a multi-scale segmentation</td>
<td></td>
</tr>
<tr>
<td>algorithm.</td>
<td></td>
</tr>
</tbody>
</table>

According to [8] the most precise copy-move detection results can be achieved using ZM This led us to study the capability and the efficiency of using ZM and PZM in detecting copy-move forgery. Next, a moment overview will be discussed.

3. Moments

The representation of any image is one of the most important points in any image processing application. Some images are represented in spatial domain, others in frequency domain like Discrete Cosine Transformation (DCT). Moreover, moments could be used to represent images. Moments are a way to reduce the image down to be a set of numbers. It is a global description of an image rather than local (i.e., global properties of the image are used rather than local properties) [9, 16].

Depending on the polynomial basis function that may be used, moments are divided into: Geometric moments, complex moments, and orthogonal moments. ZM and PZM are types of orthogonal moments.

3.1. Zernike Moment

ZM can be defined as a set of complete complex orthogonal basis functions that are defined over a unit disk. They were named after optical physicist Frits Zernike, the winner of the 1953 Nobel Prize in Physics. The distinguishing feature of ZM is the invariance of its magnitude with respect to rotation [7].

Zernike Computation: The complex ZM of order \(n\) with repetition \(m\) for an image function \(f(x, y)\) is given in Equation 1 [16].

\[
A_{nm} = \frac{n+1}{n} \int \int_{x^2+y^2 \leq 1} f(x, y) R_{nm}(\rho)e^{-i\theta} \, dx \, dy \tag{1}
\]

\[
R_{nm}(\rho) = \sum_{u=-\infty}^{\infty} \sum_{v=-\infty}^{\infty} (-1)^u \frac{2^u \Gamma(n-u)!}{\pi^u (y/a)^u \Gamma(n-m-u)!} \rho^{n-2u} \tag{2}
\]
Where,
- \( n \in z^+ \)
- \( n - |m| \) is even
- \(|m| \leq n \)
- \( n = 0, 1, 2, ..., m = -p, ..., p \)
- \( R_{nm}(\rho) \): is the radial part of the Zernike basis polynomial
- \( \alpha \): is the angular part of the Zernike basis polynomial
- \( \rho \): is the corresponding polar coordinate for \((x, y)\)
- \( \rho > 1 \)

Similarly, ZM for digital function (image) is given in Equation 3.

\[
A_{nm} = \frac{(n+1)\sum \sum f(x, y)V_{nm}(\rho, \theta)}{\pi} \tag{3}
\]

Since, the area of orthonality is a unit disk \( \Omega = \{(x, y)| x^2 + y^2 \leq 1\} \), the image \( f \) must be scaled down such that it is fully contained in \( \Omega \). Those pixels falling outside the unit circle are not used in the computation [11].

Note that: The set of Zernike polynomials contains \((n+1)^2\times (n+2)/2\) linearly independent polynomials if the given maximum degree is \( n \) [16].

**3.2. Pseudo Zernike Moments**

PZM were derived from ZM by releasing the condition” \( n - |m| \) is even”. However, the set of PZ polynomials have properties analogous to those of Zernike polynomials. The radial part of the Pseudo Zernike basis polynomial \( R_{nm}(\rho) \) is then rewritten as it shown in Equation 4:

\[
R_{nm}(\rho) = \sum_{a=0}^{n-|m|} \frac{(2n+1-a)!}{(n+|m|+1-a)!(n-|m|-a)!} \rho^a \tag{4}
\]

Where,
- \( n = 0, 1, 2, ..., \infty \)
- \( m \): is a positive and negative integers subject only to \(|m| \leq n \)

PZM of order \( n \) with repetition \( m \) for an image function \( f(x, y) \) are defined in Equation 5 [16].

\[
B_{nm} = \frac{n+1}{\pi} \sum \sum f(x, y)R_{nm}(\rho) e^{-im\theta} \tag{5}
\]

The set of PZ polynomials contains \((n+1)^2\) linearly independent polynomials if the given maximum degree is \( n \) [16]. As a result, the set of PZM contains approximately twice as many as ZM. Due to this, the reconstructed image with PZM will catch more details than the conventional ZM of the same order. As mentioned in [16], PZMs are less sensitive to image noise than the conventional ZM. Moreover, their orthonality property of the polynomials helps in achieving a near zero value of redundancy. So that moments of different orders correspond to independent characteristics of the image [7].

PZM enjoys better performance over the traditional ZM, but they have not been extensively used as feature descriptors due to the high computational complexity of PZ polynomial [3].

**3.3. Fast Computation of ZM and PZM**

The direct computation of ZM and PZM takes a huge amount of arithmetic operations (especially for factorial and exponential part of the equations) and consequently a long time is needed to calculate the moments [2]. In the following subsections, two methods used to accelerate the computation of both ZM and PZM are explained briefly.

**3.3.1. Fast Computation of ZM**

There are three main methods which are normally used in ZM calculation: Prata, Kintner and \( q \)-recursive. The Prata’s method which was developed by Singh and Walia [25] is selected here to be used in order to reduce the time needed to detect the duplicated regions in ZM based method.

Prata method: Prata’s algorithm uses polynomials of lower order \( R_{p, q}(r) \) to derive a polynomial of higher order \( R_{p,q}(r) \). This calculations given in Equation 6.

\[
R_{p,q}(r) = \frac{2pq}{p+q} R_{p-1,q-1}(r) - \frac{p-q}{p+q} R_{p-2,q}(r) \tag{6}
\]

Where,
- \( R_{p,q}(r) = r^p, R_{p,-p}(r) = r^p, R_{p,-q}(r) = R_{p,q}(r) \) \( (7) \)

According to the above formulas, the Zernike polynomial can be calculated by the following steps:
1. Compute \( R_{p,q}(r) \) where \( p = 0, 1, 2, ..., P_{max} \).
2. Compute \( R_{p,0}(r) \) using the direct equation (Equation 2), where \( P = 1, 2, ..., P_{max} \).
3. Compute the remaining values \( R_{p,q}(r) \), where \( p \neq q \) and \( q 
eq 0 \)

**3.1. Fast Computation of PZM**

A method that is appeared in [3] is selected to be implemented in order to reduce the time needed to detect the duplicated regions in our proposed method (PZM-based method). Al-Rawi addresses a two-stage \( p \)-recursive algorithm where a couple of recurrence relations are specifically derived for PZ radial polynomials and their coefficients for fast computation of PZM. The first stage is shown in Equation 8 and the second stage is shown in Equation 9:

\[
R_{p,q}(r) = (L_1 r + L_2 R_{p-1,q}(r)) + L_3 R_{p-2,q}(r) \tag{8}
\]

\[
R_{p,p-1}(r) = (2n+1)R_{pp}(r) - 2nR_{p-1,p-1}(r) \tag{9}
\]

Where

\[
L_1 = \frac{(2p+1)(2p)}{(p+q+1)(p-q)}
\]
According to the above equations, PZ polynomial can be calculated by the following steps:

1. Compute $R_p(r)=r^p$, where $p = 0, 1, 2, ..., P_{\text{max}}$
2. Compute $R_{p,p-1}(r)$, where $p = 1, 2, ..., P_{\text{max}}$
3. Compute the remaining values $R_{pq}(r)$, where $p-q\geq 2$

4. PZM-based Copy-Move Detection Method

In this section, a proposed PZM-based method is explained in detail as well as ZM-based method that was developed by Ryu et al. [23] is introduced. These two methods will be used to exploit the ability of PZM and ZM as a feature descriptor in order to detect copy-move forgery.

4.1. PZM-based Method

The main steps related to PZM-based method are as follows:

1. The RGB color image is converted into gray-scale image and resized (scale down) to be $512 \times 512$ as a preprocessing step. This is because gray-scale image is simple to enhance and interprets. Moreover, the resizing of the image will reduce the execution time for each image.
2. The image with size $N \times N$ is partitioned into overlapping blocks of size $B \times B$, assuming that the pre-defined size of a block is smaller than the tampered region. The number of blocks ($N$ of B) equal $(N-B+1)(N-B+1)$.
3. $B_{nm}$ Vector is calculated (using Equation 5) for each block. The vector $B_{nm}$ are stored in a 2-D array (PZ) of size $(N \times B \times n)$, where number of moment sequal $(n+1)^2$.

Note that:

- In order to calculate $B_{nm}$; only the order $n$ is given to the function. This function generates all moments of order 0 up to $n$ with all available repetition $m$, where $|m| \leq n$.
- P-recursive method which was explained in section 3.3 is used here in order to accelerate the process of computing $B_{nm}$ for each block.
4. PZ is lexicographically sorted in $\tilde{Z}$, so that blocks with similar features become close to each other.
5. For every two adjacent blocks in the sorted array $\tilde{Z}$ calculate the Euclidian distance ($E_{\text{Dist}}$) and the Physical distance ($Ph_{\text{Dist}}$) between them. The adjacent block in the sorted array could be the next block in the array or the $p^q$ next. Let’s say that the index of the two vectors are $p$ and $p^q$, then the two vectors can be represented as:

$$\tilde{Z}_p = (Z^p_1, Z^p_2, ..., Z^p_{N \text{moment } - 1}, Z^p_{N \text{moment }})$$

$$\tilde{Z}_{p+q} = (Z^{p+q}_1, Z^{p+q}_2, ..., Z^{p+q}_{N \text{moment } - 1}, Z^{p+q}_{N \text{moment }})$$

$E_{\text{Dist}}$ can be calculated using Equation 10.

$$E_{\text{Dist}} = \sqrt{\sum_{r=1}^{N \text{moment}} (Z^p_r - Z^{p+q}_r)^2} \quad (10)$$

and $Ph_{\text{Dist}}$ can be calculated using Equation 11.

$$Ph_{\text{Dist}} = \max(|x_1 - x_2|, |y_1 - y_2|) \quad (11)$$

Where $(x_1, y_1), (x_2, y_2)$ are the coordinates of the top left corner of the two blocks.

6. Now, if the tested pair satisfies the following two conditions, then they are candidate to be a copy-move case (i.e., duplicated parts). These two conditions are:

a. $E_{\text{Dist}}$ is smaller than a pre-defined threshold $D_1$ ($E_{\text{Dist}}<D_1$).
b. Due to the fact that the neighboring blocks might result in relatively similar PZM, then $Ph_{\text{Dist}}$ should be greater than a pre-defined threshold $D_2$ ($Ph_{\text{Dist}}>D_2$).

Here, $D_2$ is related to block size ($B$).

7. For all candidates blocks resulted from the previous step update the shift vector. The shift vector maintain a counter for each $(row, column)$ shift. This counter represents number of duplicated regions that have the same shift. The shift between two blocks is equal to $(x_1-x_2, y_1-y_2)$, where $(x_1, y_1), (x_2, y_2)$ are the coordinates of the top left corner of the two blocks.

8. Finally, all candidate blocks (step 6) that their shift gain a counter greater than a predefined threshold $(C)$ are marked as a copied region. This can be done by coloring them with same color.

Thresholds Use: The following thresholds were used in this method: Block size ($B$), order of moment ($n$), $EDist$ ($D_1$), physical distance ($D_2$), and minimum shift counter ($C$).

4.2. ZM-based Method

This method which was developed by [4] is implemented with some modifications. Actually, Ryu et al. [23] doesn’t mention in his paper whether he uses shift vector nor any accelerated method to calculate the ZM. Here, and in order to do the comparisons two main modifications are implemented:

1. Prata method is used to accelerate the process of computing ZM for each block.
2. The idea of shift vector is added in order to get more accurate results.

Ryu et al. [23] method is similar to PZM method except:
1. $A_{nm}$ of particular degree $n$ are calculated for each block using Equation 3.

2. The number of moments calculated for each block is calculated using the following Equation:

$$N_{moments} = \sum_{i=0}^{2} \left( \frac{1}{2} \right)^{i} + 1$$

3. Physical distance between two blocks is calculated using the following Equation:

$$Ph_{Dist} = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}$$

5. Experimental Results and Comparisons

The main dataset that has been used in this experimental part is COMOFOD database [27], which consists of 260 forged images in two categories (small 512×512, and large 3000×2000). Images are grouped in 5 groups according to the applied manipulation: translation, rotation, scaling, combination, and distortion. Different types of post-processing methods, such as JPEG compression, blurring, noise adding, and color reduction, are applied to some forged images. Also, two other datasets are exist: CMFD [8], and MICC-F220 [4].

5.1. Testing PZM-based Method

The following are some experiments that have been used to test PZM-based method [1]:

1. Normal Copy-Move Forgery: In this experiment 50 forged images without any modifications (i.e., no modification is applied on the copied region) were selected. All forged regions have been detected with a high degree of accuracy. Figure 2-a is an example of forged image where a tree branch from the original image is pasted in the same image to hide some cars (orange parts indicate that these parts are duplicated). Moreover, PZM-based method is able to detect -with a high accuracy- the forged regions even if they were:
   - Too small, like the image in Figure 2-b,
   - Too large, like the image in Figure 2-c,
   - Duplicated many times as in Figure 2-d,
   - More than one different region copied and pasted in the same image), see Figure 2-e.

2. Post-Processing Methods: In this experiment five different types of post-processing methods were applied on images in COMOFOD database. These methods are noise adding, image blurring, brightness change, color reduction, and contrast adjustments. The parameters used for each image are shown below each one.

   - Color Reduction: In this experiment 60 forged images were used. These images are affected by color reduction to 32, 64 or 128 per each color channel. The results show that the entire tampered region is detected with high accuracy. One example is shown in Figure 3-a.
• Additive Noise: In this experiment 30 forged images were used. These images are affected by additive Gaussian white noise with zero mean ($\mu=0$) and different values of variance ($\sigma^2 = [0.009, 0.005, 0.0005]$). The results was good except some false match in some cases (the orange color cover some area around the forged object). Figure 3-b is an example.

• Contrast Adjustments: In this experiment the intensity values of 30 forged images were mapped to a new interval bounded with lower and upper bound such as: $[(0.01, 0.95), (0.01, 0.9), (0.01, 0.8)]$. Figure 3-c shows a one example for accurate result.

• Blurring: In this experiment 30 forged images were used. These images are obtained by convolving the image with $3\times3$, $5\times5$ or $7\times7$ averaging filters. The results show that the entire tampered region is detected with a high accuracy. Figure 3-d is an example.

• Brightness Change: Changing the brightness of the image was obtained by mapping the intensity values of the original image that were between lower and upper bound (like $[(0.01, 0.95), (0.01, 0.9), (0.01, 0.8)]$) to interval $[0, 1]$. Intensity values below lower bound and above upper bound were saturated to minimal and maximal value [27]. Results of 30 images that were used show that the entire tampered region is detected with high accuracy. One example is shown in Figure 3-e.

3. Rotation and Scaling: In this part, the algorithm is examined against rotation—a copied region is rotated and translated to a new location; and scaling—a copied region is scaled and translated to a new location.

• Rotation: In this experiment 30 forged images were used. The copied region is affected by rotation with different angles. Results were not perfect but they are acceptable as shown in Figure 4-b.

• Scaling: In this experiment 30 forged images were used. The copied region is affected by scaling with different scaling ratio. Results were not acceptable perfectly as shown in Figure 4-c.

5.2. Comparisons Between PZM-based Method and ZM-based Method

30 forged images were used in the comparison phase. Each image is tested using ZM-based method and PZM-based method. It is noted that:

1. ZM-based method and PZM based method are very good in detection copy-move forgery for images that are not affected by any modification, but for images that affected by rotation, scaling, blurring,... etc, PZM gives better results in less time.

2. In most cases PZM-based method need less time to detect the forged parts comparing to ZM-based method. Figures 5-a and 5-b is an example of image that a affected by additive noise, average filter $[3\times3]$, and scaling 96%. PZM-based method can detect the forged parts using moment of order ($n=1$) in 126 second, while ZM-based method can detect the forged parts using moment order ($n=2$) in 144 second.
For images that affected by rotation, PZM-based method gives more accurate results than ZM-based method. Figures 5-c and 5-d is an example of image that a affected by rotation of degree 4.

For images that affected by blurring, PZM-based method gives more accurate results than ZM-based method. Figures 5-e and 5-f is an example of image that a affected by blurring.

The results of the comparisons between PZM-based method and ZM-based method showed that PZM-based method is better in detecting the duplicated areas affected by additive noise, rotation, scaling and need less time. PZM-based method can detect the duplicated areas in less time comparing with ZM based method.
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