A Novel Approach for Face Recognition Using Fused GMDH-Based Networks
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Abstract: This paper explores a novel approach for automatic human recognition from multi-view frontal facial images taken at different poses. The proposed computational model is based on fusion of the Group Method of Data Handling (GMDH) neural networks trained on different subsets of facial features and with different complexities. To demonstrate the effectiveness of this approach, the performance is evaluated and compared using eigen-decomposition for feature extraction and reduction with a variety of GMDH-based models. The experimental results show that high recognition rates, close to 98%, can be achieved with very low average false acceptance rates, less than 0.12%. Performance is further investigated on different feature set sizes and it is found that with smaller feature sets (as few as 8 features), the proposed GMDH-based models outperform other classifiers including those using radial-basis functions and support-vector machines. Additionally, the capability of the group method of data handling algorithm to select the most relevant features during the model construction makes it more attractive to build much simplified models of polynomial units.

Keywords: Face recognition, abductive machine learning, neural computing, GMDH-based ensemble learning.

Received May 30, 2015; accepted November 29, 2015

1. Introduction

Face recognition has received wide acceptance in many applications for automatic personal identification or verification [11, 40]. Examples of these applications include country border-control systems, criminal identification systems, intelligent surveillance cameras, restricted area access in airports and hospitals, identity management in smart work environments, organization and retrieval of digital photos, and access control to personal devices such as mobile phones and laptops [18]. Compared to many other biometrics, a face recognition system is less intrusive, uses contact-less hygienic devices, is more socially acceptable, and can provide highly reliable results for mass-scale human recognition. Moreover, it can be used both as a stand-alone system or to complement other biometric systems [13, 33, 39]. It applies image processing and pattern recognition techniques on images acquired using ordinary digital cameras. Though several approaches have been proposed in the literature, it is still an active area of research to improve the recognition accuracy and deal with special issues such as quality and flexibility of image acquisition [1, 6, 21, 26, 30, 37].

An automatic recognition system typically consists of three main stages: image preprocessing, feature extraction and reduction, and classification or template matching. Image preprocessing is an optional stage that aims at enhancing the quality of the image before going into further processing (it might involve image lighting adjustment, localization, re-sampling, noise reduction, aligning, histogram equalization, etc.) [22]. This stage might address several other factors such as mitigating the effects of pose, orientation, occlusion, emotions, aging, etc. on subsequent processing stages. The next stage is feature extraction and reduction which analyzes the preprocessed images and computes a reduced set of facial features that can be used to discriminate between the enrolled individuals. This stage is central in the face recognition process and can distinguish among various face recognition systems. Both linear and nonlinear feature extraction methods were proposed and have been divided into two main categories: geometric feature based methods and appearance-based methods [1,8]. While the former category uses prominent facial landmarks (such as hair, nose, eyes, etc.) and relative distances between them for image feature extraction [35], the latter category provides a holistic approach that uses global features. Among the proposed and widely used appearance-based methods is eigenfaces [34]. Recently eigenfaces have been used with Gabor filters to efficiently recognize partially occluded faces [31]. In [5], a feature extraction method is proposed based on different types of ordinal measures derived from the Gabor images to handle inter-person similarity and intra-person variations in face images. In [27], the authors focused on web-scale face identification using a technique known as Linearly Approximated Sparse Representation-based Classification (LASRC).

Since the dimensionality of the feature vector can be very high which implies more storage and processing time, statistical feature reduction
techniques are commonly used to represent facial images by a smaller set of features. Among these techniques are Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA) and kernel methods [7, 14, 24, 25, 32]. Several variations of LDA have been studied. For example, a weighted fuzzy LDA approach is adapted for better class estimation through membership degree-based descriptions of the training sample distribution [38]. When the dataset size is small, two different algorithms are given in [4] to extract the discriminative common vectors in the training set of the face database. Another approach using Support Vector Machines (SVMs) has been proposed to tackle the face recognition problem [12, 28]. In [20], a hybrid neural network solution for face recognition is presented. It combines a Self-Organizing Map (SOM) for dimensionality reduction with a convolutional neural network. Comparative studies of various techniques for face recognition can be found in [16, 29].

This paper proposes and investigates a new approach for face recognition. The idea of this approach is the fusion of various models created with the Group Method of Data Handling (GMDH) algorithm [10]. With its ability to iteratively build models for a given dataset during training, this technique offers several promising advantages: high classification accuracies with low false acceptance rates, inherent dimensionality reduction by selecting the most relevant features while learning the optimum model, and simpler developed models. Previously, GMDH networks have been successfully applied to solve many real-world problems, e.g., [15, 19]; yet they have not been attempted for face recognition. Fundamentally, the proposed approach can be used with a variety of face features. To prove the concept, we utilized principal component analysis for eigen-decomposition which is a widely-used approach for feature extraction and reduction. Using a benchmark dataset, the effectiveness of the proposed approach is evaluated and the results are reported in terms of recognition rate, false positive rate and false negative rate. It is compared with some other machine learning techniques as well.

The rest of this paper is organized as follows: section 2 describes the details of the face recognition process and outlines the proposed approach. Section 3 describes the adopted face database, performance measures, experimental settings, comparisons, results and discussions. Finally, section 4 summarizes the paper findings.

2. The Proposed Method

Given a captured facial image, it is required to correctly identify the person who has this face image. We briefly review the procedure for feature extraction in section 2.1, followed with a description of the computational recognition model in section 2.2.

2.1. Feature Extraction

In principle, any of the feature extraction methods suggested in the literature can be used with the proposed approach described in the following subsection. In this paper, we used PCA to compute a set of base images known as eigenfaces which are very popular in face recognition systems and are often used as a baseline when testing newly developed methods [14]. The eigenfaces capture and encode the variations among a collection of images in a training corpus. Mathematically, eigenfaces are the eigenvectors of the covariance matrix of the set of images in the training corpus. Each eigenface has the same size as the original images. A good approximation of each image can be obtained by a weighted linear sum of these eigenvectors with corresponding weights representing the image projections onto the various dimensions of the eigenspace.

Consider a training set $TS$ of $M$ gray-scale preprocessed images of frontal face views where each image is represented by a $d \times k$ matrix of grayscale levels. The procedure for computing the eigenfaces and feature vectors can be summarized as follows [34]:

- Represent each image $I_i(x, y)$ by a column vector $\zeta_i$ of length $D = d \times k$ through a row-wise scanning of the matrix $I_i(x, y)$ from the top to the bottom and from left to right, i.e.,
  $$\zeta_i = [I_i(1,1)...I_i(1,k)...I_i(n,k)]^\top; i = 1,2,...,M$$
  (1)

Where $T$ denotes matrix transpose.

- Compute the mean face vector, $\varphi$, as follows,
  $$\varphi = \frac{1}{M} \sum_{i=1}^{M} \zeta_i$$
  (2)

- Subtract the mean from each face vector to obtain mean-shifted images, i.e.,
  $$\delta_i = \zeta_i - \varphi; i = 1,...,M$$
  (3)

- Compute the $M$ eigenvectors $v_i$ and the corresponding eigenvalues $\lambda_i$ of the matrix $A^\top A$, where $A = [\delta_1 \delta_2 \ldots \delta_M]$, such that,
  $$A^\top A v_i = \lambda_i v_i; i = 1,...,M$$
  (4)

- Select and normalize the $K$ most relevant eigenvectors, where $K \leq M$, which have the highest eigenvalues and compute the eigenfaces $u_i$, which are the eigenvectors of the covariance matrix $AA^\top$.
  $$u_i = A v_i; u_i^\top u_i = 1; i = 1,...,K$$
  (5)

- Calculate the weights or projections for each mean-subtracted image $x$ onto the $K$ principal dimensions as follows,
\[ w_i = u_i^T (\zeta_x - \varphi); i = 1, \ldots, K \]  

(6)

Once each image is represented by a feature vector containing the weights (a.k.a. projections) along the most significant eigenfaces, we can proceed to the next stage to build a computational model for the identification purpose. This will be explained in the following subsection.

2.2. Fusion of GMDH-Based Models

In this section, we describe two computational models based on self-organizing GMDH neural networks. The idea is to fuse the outputs of simple GMDH models with varying complexity and trained on different subsets of features; this can have the potential of boosting the recognition rate. The first approach is sketched in Figure 1, and is referred to as \( E_1 \), where the output vectors of three GMDH models are combined at the decision level to generate a single output. Each GMDH-based model receives as input the features extracted from the captured face image and generates an output vector of real-valued values between 0 and 1. For \( n \) subjects, the length of each output vector is \( n \), with one entry corresponding to each subject. The three vectors are merged into one augmented sorted vector of length \( 3n \). The final identification output is determined by applying the majority voting scheme on the identification numbers corresponding to the highest three values in the augmented sorted vector.

The second approach differs from the first approach in the way output vectors are merged. This approach is sketched in Figure 2 and is referred to as \( E_2 \). The three output vectors from the simple GMDH-based models are averaged and the \( \text{argmax} \) function is used to determine the identification number with the highest average value. Assume the elements in the vectors of the three GMDH-based models corresponding to the \( i \)-th subject are denoted \( y_{i1}, y_{i2}, \) and \( y_{i3} \). Then, the corresponding entry in the average vector \( \bar{y}_i \) and the subject identification number are computed as follows,

\[ \bar{y}_i = (y_{i1} + y_{i2} + y_{i3}) / 3; i = 1, \ldots, n \]  

(7)

For the sake of performance comparison, we also developed what we called a monolithic GMDH-based model to distinguish it from the ensemble models. Figure 3 shows a block diagram of this model. The first stage of this model is similar to the structure of one of the GMDH-based models adopted in Figure 1 and Figure 2. For \( n \) subjects, \( n \) binary recognizers are used with one associated with each subject. Each recognizer takes the feature vector as input and generates a real value \( y_i \) for \( i = 1, 2, \ldots, n \). The final identification number is determined using the \( \text{argmax} \) function as follows,

\[ \text{subjectID} = \text{argmax}\{y_i\}_{i=1,...,n} \]  

(9)

Figure 1. Ensemble model \( E_1 \) for recognizing \( n \) subjects by aggregating the decisions of three simple GMDH-based models through a majority voting scheme.

Figure 2. Ensemble model \( E_2 \) for recognizing \( n \) subjects using three simple GMDH-based models. The three output vectors from the three GMDH-based models are averaged and an \( \text{argmax} \) function is applied to the resulting average vector to determine the final identification number.

Figure 3. Monolithic abductive model for recognizing \( n \) subjects using \( n \) dedicated recognizers. The linear outputs from the \( n \) recognizers \( (y_1, y_2, \ldots, y_n) \) are applied to an \( \text{argmax} \) module to determine the subject identification number.

The construction of the recognizer for each subject is performed using the training dataset and a GMDH machine learning algorithm. The target variable is encoded to be 1 for the feature vectors of the associated subject and 0 otherwise. The adopted GMDH algorithm is known as Abductive Inductive Mechanism (AIM) [2]. It can automatically synthesize adequate models that embody the inherent structure of
complex and highly nonlinear systems. It builds layered feed-forward networks consisting of various types of polynomial functional elements. The network size, element types, connectivity, and coefficients for the optimum model are automatically determined using well-proven optimization criteria; thus reducing the need for user intervention when compared to traditional neural networks. This simplifies model development and considerably reduces the learning/development time and effort. Some examples of the functional elements are:

- **White elements**: the element output \( y \) is computed as a linear weighted sum of the element inputs, which are outputs of the previous layer, \( x_1, x_2, \ldots, x_n \) as follows:

\[
y = w_0 + \sum_{i=1}^{n} w_i x_i
\]

Where \( w_0 \) is a constant and \( w_1, \ldots, w_n \) are weights of corresponding inputs.

- **Single, double, and triple elements**: the element output \( y \) is computed from a third-degree polynomial with all possible cross-terms for one, two, and three inputs respectively; e.g.,

\[
\begin{align*}
\text{Double: } y &= w_0 + w_1 x_1 + w_2 x_2 + w_3 x_1^2 + w_4 x_2^2 + w_5 x_1 x_2 + w_6 x_1^3 + w_7 x_2^3 \\
\end{align*}
\]

The group method of data handling algorithm is a formalized paradigm for iterated polynomial regression capable of producing a high-degree polynomial model in effective predictors (input features). The process is evolutionary in nature, it starts with simple regression relationships between z-score normalized inputs and attempts to derive more accurate representations in subsequent iterations. To prevent exponential growth and limit model complexity, the algorithm selects only relationships having good predicting powers within each phase. Iteration is stopped when the new generation regression equations start to have poorer prediction performance than those of the previous generation, at which point the model starts to become overspecialized and therefore unlikely to perform well with new data.

AIM uses the Predicted Squared Error (PSE) criterion [3] for selection of inputs of each functional element and as a stopping criterion, to avoid model overfitting. This criterion minimizes the expected squared error that would be obtained when the network is used for predicting new data. The resulting PSE is described as follows:

\[
PSE = FSE + CPM \left( \frac{2\kappa}{N} \right) \sigma_p^2
\]

where Fitting Squared Error (FSE) is the (averaged squared error) on the training data, Complexity Penalty Multiplier (CPM) is a selected by the user, \( \kappa \) is the number of model coefficients, \( N \) is the number of samples in the training set, and \( \sigma_p^2 \) is a prior estimate for the variance of the error obtained with the unknown model. This estimate does not depend on the model being evaluated and is usually taken as half the variance of the dependent variable \( y \) [9]. As the model becomes more complex relative to the size of the training set, the second term increases linearly while the first term decreases. PSE goes through a minimum at the optimum model size that strikes a balance between accuracy and simplicity (exactness and generality). This trade-off can be optionally controlled using the CPM parameter. Larger values than 1 lead to the generation of simpler models that are less accurate but may generalize well with previously unseen data, while smaller values produce more complex networks that may overfit the training data and degrade actual prediction performance.

3. Experiments and Results

3.1. Dataset Description

In order to evaluate the effectiveness of the proposed face recognition approach, we used one of the publicly available benchmark datasets, the standard face database of the University of Manchester Institute of Science and Technology (UMIST) [11], in our experimental work. This database is very popular and has been used widely in the literature [11, 17, 23]. It consists of 575 gray-scale images of multiple views of 20 persons (subjects) taken at various angles from the left to the right. It covers several profiles and frontal poses for persons of different races, genders, and appearances. Persons are labeled using symbols \( a \) through \( i \). The number of images per person ranges from 19 to 48. The original face images have varying sizes of approximately 220×220 in Portable Gray Map (PGM) format of 256 gray scales. The images are cropped into 112×92 sized arrays. Samples of these images are shown in Figure 4.

![Figure 4. Sample of cropped images from the UMIST database.](image-url)
The images in the database are first processed using the eigenfaces mechanism, described in section 2.1, to represent each image by a feature vector composed of projections in the eigenspace. In our experiments, we set the maximum size of the feature vector to 64. Consequently, the dataset was randomized and then split into a training set of 403 images and an evaluation set of 172 images. The split was performed such that this ratio was satisfied for each of the 20 persons. Figure 5 shows the number of images selected for training and evaluation for each person in the dataset.

3.2. Performance Measures

The performance of different methods is evaluated and compared in terms of three measures: percentage recognition Error Rate (ER), percentage False Rejection Rate (FRR) and percentage False Acceptance Rate (FAR). The latter two metrics were calculated as

\[
ER = \left( \frac{N - \sum_{i=1}^{N} TP_{i}}{N} \right) \times 100\% \tag{13}
\]

\[
FRR = \left( \frac{1}{n} \sum_{i=1}^{n} FN_{i} \right) \times 100\% \tag{14}
\]

\[
FAR = \left( \frac{1}{n} \sum_{i=1}^{n} FP_{i} \right) \times 100\% \tag{15}
\]

where \( n \) is the number of subjects (\( n=20 \)), \( N \) is the total number of images in the evaluation set (\( N=172 \)), \( AP_{i} \) is the number of images in the evaluation set belonging to the \( i \)-th subject (i.e., actual positive), \( AN_{i} \) is the number of images in the evaluation set belonging to all subjects other than the \( i \)-th subject (i.e., actual negative), \( TP_{i} \) is the number of images among the \( AP_{i} \) subset that were correctly classified as subject \( i \) (i.e., true positive), \( FN_{i} \) is the number of images among the \( AP_{i} \) subset that were classified as any subject other than subject \( i \) (i.e., false negative), \( TN_{i} \) is the number of images among the \( AN_{i} \) subset that were correctly classified as any subject other than subject \( i \) (i.e., true negative), and \( FP_{i} \) is the number of cases among the \( AN_{i} \) subset that were classified as subject \( i \) (i.e., false positive).

3.3. Experiments

3.3.1. Monolithic GMDH-Based Models

As the face identification problem is a multi-class problem, the first set of experiments involved training and evaluation of 20 monolithic binary classifier networks, one for each of the 20 subjects. These classifiers were trained on the 403 images of the training set and tested on the 172 images of the evaluation set. For training, each classifier output was set to 1 for cases corresponding to the associated subject and 0 otherwise; i.e., One-Versus-All (OVA) or winner-takes-all strategy. For evaluation, the \( \arg \max \) function was used to combine the outputs of all the 20 classifiers collectively. Thus, the class of the query subject image was determined to be that of the classifier giving the maximum output amongst the 20 classifiers. In all experiments, each of the 20 classifiers was individually optimized by selecting the CPM parameter that minimizes the absolute error for that classifier on the evaluation set.

We tested 5 different values for CPM (0.2, 0.5, 1.0, 2.0, and 5.0) and selected the best. The effect of the number of input features on the performance of the generated optimal models was investigated through the use of 8, 16, 32, and the full 64 features of the dataset. The results obtained for the percentage recognition error are illustrated in Table 1 for each of these cases which are referred to in the table as \( A, B, C, \) and \( D \), respectively. These results indicate that the overall classification performance improves with increasing the number of features from 8 to 16, with over 50% reduction in the error rate. Increasing the number of features to 32 and 64 led to a slight degradation in the performance. This might be attributed to the relatively small size of the training dataset. The lowest recognition error rate is 4.65% which occurred when 16 features were used. However, if we change the criterion of correct classification to be ‘the correct class corresponds to one of the highest two outputs’ instead of being ‘the correct class corresponds to the highest output’, then the error rate drops to 2.33%.

More experiments were conducted with the best model, denoted \( B \) in Table 1, which was created using 16 features. For this model, the 20 optimized classifiers were varied in complexity (from CPM=5 to CPM=0.2) and the input features for each classifier were automatically selected during training. It was found that the number of features selected for each classifier varied between 4 and 10, with an average of approximately 7 features selected per classifier. As an example, the simplest GMDH model structure was found to be for Subject\#1 and the most complex model structure was found to be for Subject\#14; see Figure 6.
Table 1. Recognition error rate for different monolithic and fused GMDH-based models (the best monolithic model and best fused model are found to be B and E2).

<table>
<thead>
<tr>
<th>Model</th>
<th>Input features</th>
<th>Error rate (%)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1 to 8</td>
<td>9.88</td>
<td>Each of the models A, B, C and D is composed of 20 networks individually optimized by CPM</td>
</tr>
<tr>
<td>B</td>
<td>1 to 16</td>
<td>4.65</td>
<td>Fusion of models B, C and D with majority voting</td>
</tr>
<tr>
<td>C</td>
<td>1 to 32</td>
<td>5.81</td>
<td>Fusion of models B, C and D by simple averaging of linear outputs</td>
</tr>
<tr>
<td>D</td>
<td>1 to 64</td>
<td>6.4</td>
<td>Fusion of models B, C and D with majority voting</td>
</tr>
<tr>
<td>E1</td>
<td>1 to 64</td>
<td>3.49</td>
<td>Fusion of models B, C and D with majority voting</td>
</tr>
<tr>
<td>E2</td>
<td>1 to 64</td>
<td>2.33</td>
<td>Fusion of models B, C and D by simple averaging of linear outputs</td>
</tr>
</tbody>
</table>

We also studied the impact of increasing the size of the classification problem at the optimum size of 16 features by increasing the number of subjects considered from 5 to 20 in steps of 5. As indicated by the results in Table 2, the method scales up well over the range of face classes available in the dataset. The high recognition error rates at the small sizes may be attributed to the dimensionality problem arising with the small training datasets.

Table 2. Performance of the best monolithic model, model B, as the size of the subject records is increased from 5 to 20 face classes.

<table>
<thead>
<tr>
<th>Subjects</th>
<th>#Training records</th>
<th>#Evaluation records</th>
<th>Error rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-5</td>
<td>105</td>
<td>44</td>
<td>6.82</td>
</tr>
<tr>
<td>1-10</td>
<td>187</td>
<td>78</td>
<td>7.69</td>
</tr>
<tr>
<td>1-15</td>
<td>287</td>
<td>121</td>
<td>4.13</td>
</tr>
<tr>
<td>1-20</td>
<td>403</td>
<td>172</td>
<td>4.65</td>
</tr>
</tbody>
</table>

Two other performance metrics are computed for the best monolithic model (model B): FRR and FAR. With standard processing, this model yields average values for FRR and FAR as 4.89% and 0.24%, respectively, as indicated in the first row of Table 3. In other words, an imposter is much less likely to be accepted as genuine as opposed to a genuine subject being classified as an impostor.

Further attempts were made to enhance the classification accuracy and reduce the false alarms (a.k.a. reduce the FRR) as described in the next subsection.

Table 3. Performance comparison of best monolithic and best fused models (B and E2 in Table 1, respectively).

<table>
<thead>
<tr>
<th>Model</th>
<th>ER</th>
<th>FRR</th>
<th>FAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>4.65</td>
<td>4.89</td>
<td>0.24</td>
</tr>
<tr>
<td>E2</td>
<td>2.33</td>
<td>2.21</td>
<td>0.12</td>
</tr>
</tbody>
</table>

3.3.2. Fused GMDH-Based Models

We investigated improving the recognition performance beyond that of the monolithic models through fusion of such models. Two methods were tested to combine the results from the best three monolithic models (B, C and D in Table 1). The first proposed model, denoted as E1 in Table 1, performs fusion through majority voting among the three classification outcomes of the individual models. This model reduced the recognition error rate to 3.49% (as shown in Table 1). Further performance improvement was achieved with the second proposed fusion model, denoted as E2 in Table 1. In this model, fusion was performed by simple averaging of the linear outputs of similar classifiers of the three models (i.e., before determining the output class from each model) then the argmax is applied to determine the final output class. This reduced the recognition error rate further to 2.33%. Moreover, it helped reduce the FRR and FAR rates by over 50% as shown in the second row of Table 3. With FRR and FAR equal 2.21% and 0.12%, respectively, the best fused GMDH-based model tends to reject a genuine person more than accepting an impostor as genuine (which is of higher priority in security systems).

3.3.3. Comparisons and Discussions

For the sake of comparison with existing approaches, we considered six popular machine learning algorithms: k-nearest neighbor (k-NN), decision trees, rule based, Naive Bayes (NB), Radial-Basis Function (RBF) networks, and Support Vector Machines (SVMs). For k-nearest neighbor, we tested it for k=1 and k=3 with majority vote. For decision trees, we used the popular C4.5 algorithm. For rule-based, we applied the RIPPER algorithm classifier. Finally, for SVM, we applied an SVM with a polynomial kernel. The implementation details of these techniques are explained in [36] and the evaluation is performed for different number of input features. We calculated the recognition rate for each approach using 8, 16, 32 or 64 features and divided each value by the accuracy when using model E2, we call this ‘accuracy ratio’ metric, which is illustrated in Figure 7 for all methods with varying numbers of features. When the accuracy...
ratio for a given method equals one, it implies that this method behaves as good as the best fused model. However, for accuracy ratio smaller than 1 (which is the case for most models), the best fusion model obtained is found to perform better. Otherwise, it performs worse.

Figure 7. Comparing the accuracies of different methods for different number of features (where MGMDH refers to the monolithic GMDH models A, B, C and D for 8, 16, 32 and 64 features, respectively).

We also compared the FRR and FAR rates for various methods as shown in Table 4; we included the best monolithic and the best fused GMDH models for ease of reference. Based on these results, we made the following observations:

- As more features are used, the recognition rate enhances for most of the classifiers.
- The accuracy of k-NN with k=1 is the highest for the same number of features of 8, 16, and 32 features. But, when compared with the proposed best fused GMDH-based model, it is worse for 8 features and slightly better for 16 and 32 features.
- RIPPER has the worst recognition for all cases for the same number of features.
- For 8 and 16 features, the performance of the monolithic GMDH classifier was the second after the best performer (i.e., 1-NN) with a slight difference.
- For 8 features, the accuracy of none of the classifiers is higher than the proposed best fused GMDH-based model.
- Considering recognition rate, FRR and FAR, the best performance for SVM is slightly better than the proposed best fused GMDH-based model.

Overall, the proposed fused GMDH-based model is simpler and faster in terms of model building during training. It automatically selects fewer features and does not require retention of the original dataset after building the model (as is the case with the 1-NN classifier, which is also known as the lazy classifier). Consequently, we can conclude that the proposed best fused GMDH-based model is either outperforming most classifiers or at least has the same recognition rate.

Table 4. Comparison of FRR and FAR for different methods when using 8, 16, 32 or 64 features (where B and E2 refer to best monolithic GMDH and best fused GMDH in Table 1), respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FRR</td>
<td>FAR</td>
<td>FRR</td>
</tr>
<tr>
<td>1-NN</td>
<td>9.15</td>
<td>0.43</td>
<td>2.12</td>
<td>0.09</td>
</tr>
<tr>
<td>J-NN</td>
<td>15.77</td>
<td>0.73</td>
<td>5.39</td>
<td>0.25</td>
</tr>
<tr>
<td>C4.5</td>
<td>23.21</td>
<td>1.13</td>
<td>19.17</td>
<td>0.95</td>
</tr>
<tr>
<td>RIPPER</td>
<td>41.94</td>
<td>2.01</td>
<td>27.51</td>
<td>1.41</td>
</tr>
<tr>
<td>NB</td>
<td>26.29</td>
<td>1.26</td>
<td>10.38</td>
<td>0.49</td>
</tr>
<tr>
<td>RBF</td>
<td>26.99</td>
<td>1.35</td>
<td>5.38</td>
<td>0.24</td>
</tr>
<tr>
<td>SVM</td>
<td>39.17</td>
<td>1.72</td>
<td>10.04</td>
<td>0.41</td>
</tr>
<tr>
<td>E2</td>
<td>-</td>
<td>-</td>
<td>4.89</td>
<td>0.24</td>
</tr>
</tbody>
</table>

4. Conclusions

In this paper, we have presented a GMDH-based approach for human face recognition. Through empirical evaluation, a classification accuracy of a monolithic GMDH-based model was found to be 95.35% using only 16 features as input. The accuracy was further improved up to 97.67% through fusion of three GMDH-based models with the individual members trained separately using feature sets of different sizes. The results obtained from both the monolithic as well as the fused GMDH-based models were also compared with those obtained from seven other popular machine learning based classifiers in terms of recognition accuracies and false acceptance and rejection rates. The false rejection rate for the best monolithic model (with 16 input features) was found to be 4.89%, second only to the 1-NN classifier. This is reduced further using the proposed ensemble to 2.21%, which is on par with the classifier yielding the highest accuracy, i.e. 1-NN. Moreover, the ability of the GMDH algorithm to automatically select relevant features while constructing simpler models without having to retain the dataset, which is the case for nearest neighbor classifiers, gives the algorithm an edge in terms of the processing and storage capabilities needed. Other issues that can be further investigated in the future include fusion of multiple biometrics to enhance robustness for noisy data.
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