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Abstract: Recommendation systems are information filtering software that delivers suggestions about relevant stuff from a 

massive collection of data. Collaborative filtering approaches are the most popular in recommendations. The primary concern 

of any recommender system is to provide favorable recommendations based on the rating prediction of user preferences. In 

this article, we propose a novel discretization based framework for collaborative filtering to improve rating prediction. Our 

framework includes discretization-based preprocessing, chi-square based attribution selection, and K-Nearest Neighbors 

(KNN) based similarity computation. Rating prediction affords some basis for the judgment to decide whether 

recommendations are generated or not, subject to the ratio of performance of any recommendation system. Experiments on 

two datasets MovieLens and BookCrossing, demonstrate the effectiveness of our method. 
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1. Introduction 

The accuracy of any recommendation system is chiefly 

determined by two main criterions, i.e., rating 

prediction and ranking [30]. Rating prediction has been 

extensively used in recent years in the domain of 

recommender systems. In any recommendation 

problem, the user preferences for an item represent 

some numerical values, also called ratings from 

different users for any specific items, and the goal is to 

predict unfamiliar ratings based on familiar ratings. It 

provides some basis for the judgment to decide 

whether recommendations are to be generated or not 

with respect to the ratio of performance [3]. In such a 

case, the accuracy of any recommendation system is 

estimated by measuring the error value between known 

and predicted ratings.  

Recommendation systems are designed to help users 

retrieve and access relevant information about different 

items by suggesting relevant information automatically 

out of a massive volume of data. In everyday life, we 

face several contrasting situations where we have to 

pick and choose out of so many preferences, e.g., 

which product should be bought, which clothes we 

should wear, which movie to watch, and what kind of 

stocks to buy Bobadilla et al. [5] which blog or post we 

should read, which place to go for recreation, and 

which hotel we should choose Lu et al. [18]. To decide 

this entire single-handedly poses a challenging task. 

People these days depend on recommendations from 

their followers or expert guidance to make choices in 

any of the mentioned domains [1]. Some systems have 

limited functionality in terms of the defined threshold 

for the services such that they are not able to make the  

best recommendations for their consumers. If the 

system is not able to predict according to the taste and 

preference of the consumer, then probably he will stop 

using it after some time. This situation has guided the 

attention of companies towards improving their 

recommendation systems [21].  

The rating prediction aspect of the recommendation 

system holds a great deal of importance and value 

because of its application usage [4]. Different practices 

are used in varied contexts to improve rating 

performance; each of these practices has their strengths 

and weaknesses [6]. Researchers use different 

collaborative filtering techniques such as matrix 

factorization methods, and deep learning methods to 

minimize the ratio of these errors. With an emphasis on 

the mentioned issue, the critical contribution of this 

article is to propose a new framework to improve the 

rating prediction accuracy. Our proposed framework 

includes a discretization mechanism and a chi-square 

testing that offers several notable advantages, such as 

minimizing the error significance to enhance the rating 

prediction along with an improvement in the quality of 

recommendation systems. 

The article is structured as follows. In section two, 

we covered some related work about rating prediction 

and a brief background of recommendation techniques. 

In section three, the proposed method for rating 

prediction is described thoroughly. Section four is 

about experiments. The last part of the article provides 

concluding remarks. 
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2. Related Work 

Several methods have been reported in the literature to 

address the rating prediction problem in recommender 

systems. First, we reviewed some rating prediction 

models related to collaborative filtering. After that, we 

consider some rating prediction models based on 

matrix factorization with collaborative filtering. 

2.1. Collaborative Filtering Based Models 

The method used in collaborative Filtering is to predict 

the preference of users for all unrated items [8]. Many 

collaborative filtering algorithms have been proposed 

to improve the recommendation performance [9, 10]. 

The most popular algorithm is user-based CF, and it 

states that consumers with the same preference in the 

past will also the same in the future. Sarwar et al. [27] 

propose a new algorithm for collaborative Filtering 

that computes the cosine similarities between item 

vectors and item-item correlation in a large dataset. In 

[16] the author proposes an improved similarity 

computation method that combines the item ratings 

and attributes for better prediction accuracy. Sarwar et 

al. [28] proposed incremental Singular Value 

Decomposition (SVD) algorithm based on folding-in 

and achieved high scalability and also provides better 

prediction accuracy. Periyasamy et al. [23] proposed a 

new method for rating prediction and the performance 

is measured under different evaluators.  

2.2. Matrix Factorization Based Models 

The scalability and accuracy of matrix factorization 

based models are very high in many perspectives [14]. 

These methods construct a low-rank matrix from the 

original rating matrix. The prediction accuracy of these 

models can be achieved by designing the loss function 

Ma et al. [20]. Several matrix factorization based 

methods for rating prediction has been applied to 

collaborative Filtering. In [13] author proposed a 

statistical latent class model with collaborative 

Filtering for better recommendation and rating 

prediction accuracy. These results show substantial 

improvements compared to traditional memory-based 

and model-based methods. Luo et al. [19] propose the 

Regularized Single-Element-Based Non-negative 

Matrix Factorization (RSNMF) model for 

computational efficiency and rating prediction 

accuracy for large commercial datasets. As far as we 

know, there is no previous research work for 

collaborative Filtering that uses the discretization 

mechanism for rating prediction. 

2.3. Recommendation Methods 

Different methods have been offered to make 

recommendations like Collaborative Filtering, 

Content-Based Filtering, and Hybrid Filtering. Figure 1 

categorizes different baseline recommendation 

techniques. 

 
Figure 1. Different methods for recommendation. 

Collaborative Filtering is one of the most commonly 

used assumptions in recommender systems that 

peoples who have a certain taste now and in the past; 

they would continue with their same taste also in the 

future. It contains some m users as U = {U1, U2, U3 

…Um} and some n-type items P = {P1, P2, P3….Pn}. 

Then the method constructs an m x n users and items 

matrix, which contain the user's ratings for that specific 

item. The workflow of collaborative Filtering is shown 

in Figure 2. 

 

Figure 2. Working of collaborative filtering. 

These collaborative filtering models have two main 

approaches to deal with the recommendation 

generation problem. 

Memory-Based Methods recommendations are 

constructed on the similarity values. Ratings are used 

to compute the similarity among consumers and items. 

The most popular and accepted standard for memory-

based collaborative filtering methods is neighbor-

based. They predict ratings based on similar user and 

related stuff. The technique implies that if two 

consumers have the same ratings on specific items, 

they may also have detailed ratings on the residual 

stuff. Similarly, item-based collaborative Filtering 

identifies items that are the same as the required stuff 

[24]. Model-Based Methods build an offline mode by 

applying data mining and machine learning techniques 

with the training data that can be used later for 

prediction. SVD factorizes the rating matrix into 

minimum-rank matrices to compute the missing 

entries. Some alternative methods are Maximum 

Margin Matrix Factorization (MMMF) [26] Bayesian 

Probabilistic matrix factorization (PMF) [29] Non-

linear PMF, Non-Negative Matrix Factorization 
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(NMF) and Nonlinear Principal Component Analysis 

(NPCA) [15]. 

In Content-Based Filtering, items attributes are used 

to build recommendations for this type of filtering 

methods. Content-Based methods combine the ratings 

and purchasing activities of consumers with content 

information of available items. Content-based 

recommender methods are applicable in a broad range 

of areas, including recommending web sites, restaurant 

recommendations, article recommendations, items for 

sale, and different television programs [22]. The 

workflow of content-based Filtering is shown in Figure 

3. 

 
Figure 3. Working of content-based filtering. 

In hybrid filtering, the system combines both 

features of collaborative filtering methods and content-

based filtering methods in a way to bundle their 

complementary advantages. These systems overcome 

the limitations of both systems and consolidate their 

power to make a system with better prediction results. 

One example of a hybrid recommender system is 

Google news recommender system Das et al. [7]. 

3. Methodology 

In this paper, we put forward a new framework to 

improve the rating prediction accuracy in the 

recommendation. It can be divided into three steps: 

discretization-based preprocessing, chi-square based 

attribution selection, and K-Nearest Neighbors (KNN) 

based similarity computation. The workflow of over 

proposed model is shown in Figure 4. 

 

Figure 4. Workflow architecture of the proposed methodology. 

First, we retrieve the dataset in memory and apply 

some preprocessing with the help of discretization. It 

converts numeric attributes into discrete attributes. The 

goal of discretization is to reduce the number of values 

and group them into some intervals or bins of equal 

range. This range of numerical values is grouped into 

different segments of equivalent sizes Ahmed et al. [2]. 

Every sector is known as a bin that represents the range 

covering the numerical value [12]. 

3.1. Discretization of MovieLens Dataset 

MovieLens dataset has three tables Users, Movies, and 

ratings. The attributes of users are age, gender, and 

occupation. We are interested in analyzing the different 

characteristics for videos such as its release year, its 

genre (i.e., action, adventure, animation, or western), 

and rating scores are from 0 to 5.  

We discretized the attribute age of users into 

different intervals as shown in the Table 1. For movies, 

we discretized the movie release decade instead of 

release year in the interval between the 1920s to 1990s. 

The decade is split into different intervals as shown in 

the Table 2. We removed the 0 ratings and arranged 

them into intervals [1, 3] and [4, 5] as shown in the 

Table 3.  

Table1. Discretization of age for movielens dataset. 

AGE INTERVAL 

17 Under 18 

18 18-24 

25 25-34 

35 35-44 

45 45-49 

50 50-55 

56 Over 56 

Table 2. Discretization of decade for movielens dataset. 

DECADE INTERVAL 

1960 Under 1970 

1970 1970-1979 

1980 1980-1989 

1990 1990-1999 

2000 Over 2000 

Table 3. Discretization of ratings for movielens dataset. 

RATING INTERVAL 

5 4-5 

1 1-3 

3.2. Discretization of BookCrossing Dataset 

BookCrossing dataset contains demographic 

information of users such as the age of users, 

geographic location of users, and user approval rating 

on those books. The dataset keeps the book's 

information based on various attributes such as ISBN, 

Title, Author, and its Publication year. We created a 

subset with the help of random sampling. It included a 

total record of 17,150 ratings over a range of 1 to 10 

for a whole number of 783 books and 10557 users. 

Ratings are used to decide whether the book is going to 

be recommended to the user or not. We discretized it 

into two intervals, not recommended or recommended. 

The discretization of ratings for BookCrossing dataset 

is shown in Table 4. 
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Table 4. Discretization of ratings for bookcrossing dataset. 

RATING INTERVAL 

Not-Recommended 1-5 

Recommended 6-10 

3.3. Feature Selection 

After discretization, we use the chi-square algorithm 

for the detection of features relevance. We take those 

features that were highly relevant to each other. With 

the help of relevant features or attributes, the 

algorithm can improve prediction accuracy and reduce 

the overall period of learning. Many feature selection 

algorithms work with discrete data rather than 

numerical data [17]. We periodically add all those 

features that are relevant to each other. After that, we 

calculate the relevance of each feature with the help of 

the chi-square statistic. Based on the high relevancy, 

we take it to the next level for further evaluation. We 

remove some features from the feature set that 

contains noise. For each feature, we calculate the 

prediction error and choose those features that have 

very little prediction error. 

3.4. User-User Collaborative Filtering  

This technique is also renowned as the user (user-KNN) 

collaborative Filtering. GroupLens was the first to 

introduce the method. The key idea in this technique is 

to discover consumers whose rating behavior in the past 

is similar to the rating behavior of users in the present. 

Afterward, the algorithm predicts the rating about the 

liking and disliking of current user Resnick et al. [25]. 

3.4.1. Computing Predictions 

For the prediction of user u, the algorithm uses S to 

compute the neighbors N⊂U of user U. When N is 

calculated, then the algorithm combines the rating of the 

user to generate predictions for items that a user prefers. 

It calculates the weighted average, as expressed in 

Equation (1). 

𝑷𝒖,𝒊 =
∑ 𝒔(𝒖,𝒖′)(𝒓𝒖′,𝒊−�̅�𝒖′)

 
𝒖′  ∈𝑵

∑ |𝒔(𝒖,𝒖′)| 
𝒖′  ∈𝑵

 

After that, it will be normalized to a z score by dividing 

the mean rating with standard deviation σu, as 

expressed in Equation (2). 

𝑃𝑢,𝑖 = �̅�𝑢 + 𝜎𝑢

∑ 𝑠(𝑢,𝑢′)(𝑟𝑢′,𝑖−𝑟̅𝑢′)/𝜎𝑢′
 
𝑢′  ∈𝑁

∑ |𝑠(𝑢,𝑢′)| 
𝑢′  ∈𝑁

 

3.4.2. Computing User Similarity 

User-user collaborative Filtering applies different 

similarity functions to calculate the similarity. For the 

computation of similarity among items and users, 

Pearson Correlation and Vector Cosine based analogy 

are used. Pearson Correlation between two consumers, 

u and v are computed in Equation (3). 

𝑉𝑖,𝑗 =
∑  𝑢∈𝑈 (𝑟𝑢,𝑗−𝑟 𝑖)(𝑟𝑢,𝑗−𝑟 𝑗)

√∑  𝑢∈𝑈 (𝑟𝑢,𝑗−𝑟�̅�) 
2√∑  𝑢∈𝑈 (𝑟𝑢,𝑗−𝑟�̅�) 

2
 

We use Cosine Similarity to compute the similarity 

between users. The calculation among X and Y can be 

calculated in Equation (4). 

Wx,y = cos  (x⃗ , y) =
x⃗  .y⃗⃗ 

||x⃗ ||∗||y⃗⃗ ||
 

4. Experimental Results 

This section deliberates the empirical framework for our 

proposed methodology, the description of our dataset, 

the evaluation metrics, and the results of our proposed 

techniques. 

4.1. Dataset Description 

We take two data sets for our experiments. The first 

dataset is well known famous dataset called 

MovieLens dataset. This dataset is downloaded from 

the MovieLens website. Different versions are 

available for that dataset. We use the MovieLens M1 

dataset. The dataset contains 1000000 ratings, 9000 

movies, 3600 tag applications, and 600 users. All data 

is stored in respective.csv files, namely rating.csv, 

movies.csv, tags.csv, and links.csv. The other dataset 

known as BookCrossing dataset is collected based on 

four weeks crawling in August and September 2004, 

from the BookCrossing webpage, a free online book 

club. BookCrossing dataset has 278,858 users, 

1,149,780 ratings and 271,379 books. 

4.2. Comparative Algorithms 

We perform a series of experiments for comparing our 

proposed rating prediction model with some existing 

models. 

4.2.1. Non Negative Matrix Factorization (Nmf) 

RSNMF model for computational efficiency and rating 

prediction accuracy in large recommendation datasets. 

4.2.2. Item Based KNN 

A new algorithm for collaborative filtering that 

computes the cosine similarities between item vectors 

and item-item correlation in a large dataset. 

4.2.3. Sparse SVD 

An incremental singular value decomposition-based 

algorithm that is based on folding-in achieved high 

sscalability and also provided better prediction accuracy. 

4.3. Evaluation Metrics 

To test how accurately the recommendation system 

predicts the preference of consumers, researchers use 

different accuracy measurements. [11]. In the literature 

of recommendation systems, Root Mean Square Error 

(RMSE) and Mean Absolute Error (MAE) is the most 

commonly used standard measurement for measuring 

the rating prediction accuracy. 

(1) 

(2) 

(3) 

(4) 
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Root Mean Square Error is a standard technique for 

scoring algorithms. If Pa,b is the expected rating for user 

A over the item b and also Va,b is the proper rating and 

K={(A, B)}is the set of unknown user-item ratings. We 

can calculate RMSE, as expressed in Equation (5). 

√
∑ (pi,j−vi,j) 

2 
(i,j)∈K

n
 

Mean Absolute Error is the degree of deviation of 

predictions from their consumer stated values. Each 

rating prediction pair represented in the form of the 

metric <Xi, Yi> calculates mean absolute error between 

them. It is computed by adding this absolute error of N 

rating predictions and finally computing the average, as 

expressed in Equation (6). 

MAE =
∑ |XI−YI|

N
I=1

N
 

The lower error means the prediction engine can predict 

user ratings accurately. 

4.4. Result Comparisons for MovieLens Dataset 

Figure 5 summarizes the comparison of the results with 

Item-based KNN, Sparse SVD, and Matrix 

Factorization based methods with above proposed 

method. It can be seen that our framework performs 

well and minimize the RMSE value.  

 

Figure 5. RMSE of different methods. 

Figure 6 summarizes the comparison of the results 

with item-based collaborative filtering and matrix 

factorization based methods with above proposed 

method. It can be seen that our method performs well 

and minimize the MAE value. 

 
Figure 6. MAE of different methods. 

Figure 7 summarizes the comparison of the results 

with maximum margin matrix factorization methods 

with above proposed method. It can be seen that our 

method performs well and minimize the NAME value.  

 
Figure 7. NMAE of different methods. 

4.5. Result Comparison for BookCrossing 

Dataset 

Figure 8 summarizes the comparison of the results of 

KNN without discretization. It can be seen that our 

method performs well and minimizes the RMSE while 

performing experiments on the BookCrossing dataset. 

 
Figure 8. RMSE of different methods. 

Figure 9 summarizes the results of normalized mean 

absolute error that was achieved by using above 

proposed method. 

 

Figure 9. MAE and NMAE of the proposed method. 

5. Conclusion and Future Work 

Recommendation systems are powerful information 

filtering Software providing relevant products to 

consumers. Rating prediction has been extensively 

used in recent years in the domain of recommender 

(5) 

(6) 
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systems. The primary concern is to provide favorable 

recommendations based on the prediction of user 

preferences. In this paper, we propose a novel 

framework for rating prediction accuracy. Our method 

includes a discretization based preprocessing, chi-

square based attribute selection, and KNN based 

similarity computation. The experiment results 

demonstrate that using discretization makes an 

excellent contribution to rating prediction. While 

comparison with existing approaches our method 

shows significant improvements on different 

benchmarks. Our proposed method can be extendable 

with the integration of different attributes information 

of users or items contextual information. This method 

can also be extendable to a group of users in group 

recommendation system. 
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