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Abstract: This paper presents recognition of isolated Hindi numerals using multiclass Support Vector Machine (SVM). The 

acoustic features in terms of Linear Predictive Coding (LPC), Mel-Frequency Cepstral Coefficients (MFCC) and combination 

of LPC and MFCC have been considered as inputs to the recognition process. The extracted acoustic features are given as 

input to the SVM. The classification is performed in two steps. In first step, a one-versus-all SVM classifier is used to identify 

the Hindi language. Further, in second step ten one-versus-all classifiers are used to recognize numerals. The linear, 

polynomial and RBF kernels are used for the construction of SVM for recognition purpose. In the first phase, the best kernel 

strategy was explored for a fixed number of frames of the speech signal. The highest recognition rate has been achieved using 

linear kernel strategy. Next, the number of frames in order to calculate LPCs and MFCCs was varied and recognition 

accuracy was calculated. The highest recognition accuracy achieved in this study is 96.8%. 
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1. Introduction 

Automatic Speech Recognition (ASR) has been a very 
active research area from the past several decades. It is 
one of the fastest developing fields in the framework of 
speech science and engineering [21]. Speech 
recognition is a process to recognize words of some 
known language, captured by a microphone, or a 
telephone [19]. Many speech recognition systems have 
been developed for English and other European 
languages. However, for Hindi language, there have 
been certain attempts, with variable success rate, to 
create speech recognition systems [23, 34]. 
Chandrasekhar and Yegnanarayana [8] have proposed 
a model for recognition of Consonant-Vowel (CV) 
units of Hindi speech. Aggarwal and Dave [1] have 
developed a speech recognition system for ten Hindi 
digits using genetically optimized multilayer 
perception. 
For ASR by computers, feature vectors are extracted 

from speech waveforms followed by a training phase. 
For the feature extraction phase, Linear Predictive 
Coding (LPC) and Mel-Frequency Cepstral Coefficient 
(MFCC) have extensively been used in literature. Paul 
et al. [18] have used LPC for Bangla speech 
recognition. Hai and Joo [14] have implemented a 
speech recognition system to recognize ten English 
digits by applying the improved LPC feature extraction 
method. Sanand and Umesh [24] have proposed a 
method to analytically obtain a linear-transformation 
on the conventional MFCC features. Aida-Zade et al. 
[2] have analyzed computing algorithms of speech 
features for the Azerbaijani language. They developed 
the determination algorithms of MFCC and LPC. 

 
Support Vector Machine (SVM) is a promising 

machine learning technique that has generated a lot of 
interest in the pattern recognition community in recent 
years. This method has successfully been applied by 
several researchers in various fields like detection, 
verification, and recognition of faces, objects, 
handwritten characters, speech etc., [32]. Burges [5] 
has discussed the concepts of Vapnik Chervonenkis 
(VC) dimension and Structural Risk Minimization 
(SRM) of SVM. Gordan et al. [13] have worked on 
visual speech recognition network based on SVM and 
obtained a word recognition rate of 90.6%. 
Ganapathiraju et al. [11] have discussed the application 
of SVMs to large vocabulary speech recognition. 
Gangashetty et al. [12] have proposed a SVM based 
recognition system for CV utterances of speech. 
Campbell et al. [6] have applied SVM for speaker and 
language identification. Ramirez et al. [22] have 
presented the effectiveness of SVM learning concepts 
for robust speech end point detection. Solera-Urena et 
al. [28] have compared two SVM based approaches to 
speech recognition with the classical HMM system in 
noisy environments. Liu et al. [16] have proposed an 
improved hybrid SVM and duration distribution based 
hidden Markov model for robust continuous digital 
speech recognition. Sloin and Burshtein [27] have 
presented discriminative training algorithm that uses 
SVMs to improve the classification of discrete and 
continuous output probability HMMs. Manikandan and 
Venkataramani [17] have compared the performance of 
different decision-tree based SVM classifiers by 
applying optimum threshold pruning technique. 
The approach described in this paper is for a 

speaker-dependent, isolated word recognizer for Hindi 
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numerals. It uses LPC and MFCC features for front-
end processing of speech signal and SVM for 
recognition. 
This paper is organized as follows: Section 2 

discusses the speech recognition system with data pre-
processing, feature extraction and classification 
modules as subsections. Section 3 presents the 
experimental details of the proposed system. Section 4 
contains the results and discussion and section 5 
concludes the paper. 

2. Speech Recognition System 

Speech recognition systems have become one of the 
major applications for machine learning and pattern 
recognition. A speech recognition system consists of 
three modules: Data preprocessing, feature extraction 
and classification. A word is recorded through a 
microphone and stored in the form of wave files. These 
wave files are given as input to data pre-processing 
phase. 

2.1. Data Pre-Processing  

The block diagram of data pre-processing phase 
involves pre-emphasis, end point detection, framing 
and windowing as shown in Figure 1. 
 

 

 

 

Figure 1. Block diagram of data pre-processing phase. 

The process of spectrally flatten the digitized speech 
signal by passing it through a first order Finite Impulse 
Response (FIR) filter is known as pre-emphasis. In 
speech processing, it is very important to detect the 
voice region. So, end point detection is applied to 
remove the silence region before and after the voice 
region [26]. For this purpose, energy and zero crossing 
rates are calculated [10]. After removing the silence, 
the speech signal is divided into frames. Framing is the 
process of segmenting the speech samples into small 
frames of approximately 20 to 30ms. Framing enables 
the non-stationary speech signal to be segmented into 
quasi-stationary frames [30]. In addition, each frame 
overlaps its previous frame by a predefined size. After 
framing, windowing is done to each individual frame 
so as to minimize the signal discontinuities at the 
beginning and end of each frame. Normally, the 
Hamming window is used for windowing as it 
introduces the least amount of distortion.  
 

2.2 Feature Extraction 

Feature extraction is one of the key dimensions of 
design in ASR [20]. For obtaining LPC, Linear 
prediction is used in which future values of a digital 
signal are estimated as a linear function of previous 
samples [21]. The basic idea behind LPC is that a 

given speech sample can be approximated as a linear 
combination of past speech samples [4] and a mean 
square prediction error is computed between the 
speech sample and linearly predicted samples. By 
minimizing this error, a unique set of predictor 
coefficients can be determined.  
MFCC is a short-time analysis scheme, in which a 

signature of the acoustic signal spectrum is computed 
from a filter-bank with central frequencies projected 
uniformly on the Mel scale [20]. Mel frequencies are 
based on the known variation of the human ear’s 
critical bandwidths with frequency filters spaced 
linearly at low frequencies (<1KHz) and logarithmically 
at high frequencies (> 1KHz) [32].  

2.3 Classification Module 

It is the most important component of the system. The 
feature vector extracted from the feature extraction 
module is here passed to the classification module for 
recognition. In this study, SVM has been used for 
recognition. 
The SVM, developed by Vapnik [33], works on the 

principles of SRM [5]. In SVM, original input space is 
mapped into a higher dimensional feature space in 
which an optimal separating hyper plane is constructed 
on the basis of SRM to maximize the margin between 
two classes.  
The key feature of SVM is the use of kernels [5, 9] 

that implicitly compute an inner product between the 
two data vectors in the high dimensional feature space. 
There are various kinds of kernels [25] available such 
as linear, polynomial and Radial Basis Function (RBF) 
given as [15]:   

Linear Kernel: 
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RBF Kernel:  
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Where γ, r and d are kernel parameters.  

Some of the kernel functions may not provide 
optimal SVM configuration. The choice of a kernel 
function often has a bearing on the results of analysis. 
There are various methods to solve multi-class 

problem using SVM. One classifier is one-versus-one, 
which learns to classify one class from another class 
[28] and another is one-versus-all, which learns to 
classify one class from all other classes [17, 33]. If the 
number of classes is N then N(N-1)/2 one-versus-one 
classifiers are required as compared to N one-versus-all 
classifiers [3, 31, 35]. 

3. Experiments 

In  the present  work,  a  speech  recognition  system  is 
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developed for Hindi language numerals using 

MATLAB.  For this system, initially speech samples of 

numerals in Hindi and other three languages (Marathi, 

Punjabi and Bengali) are recorded and stored in .wav 

files. A database consisting of 20 utterances for each 

numeral in each language spoken by a single female 

speaker has been created in this experimentation. This 

database was recorded at 44.1KHz in room conditions. 

After that the data preprocessing is done as discussed 

in sub-section 2.1. In this work, dynamic size frames 

are used to overcome the disadvantage with fixed size 

frames which persists different length of speech signal 

[7, 30]. 

In the first phase of experiment, the speech signal is 

divided into a fixed number of 25 frames with 50% 

superposition. As such, each signal (numeral) is 

divided into 25 frames. For each of the 25 frames, LPC 

and MFCC features are extracted for all numerals and 

12 coefficients per frame are extracted resulting into 

300 coefficients. 

In the second phase, to observe the influence of the 

choice of number of frames on the recognition rate, a 

simulation study is carried out with different values of 

frames while keeping other parameters fixed. The 

speech signal is divided into varying number of frames 

starting from 20 up to 30 in a step of 2. Here, 12 

coefficients per frame are extracted, resulting into 240, 

264, 288, 312, 336 and 360 LPC coefficients and 

MFCCs for each number of frames, respectively. 

The extracted acoustic features are given as input to 

the SVM. The classification is performed in two steps. 

In first step, a one-versus-all SVM classifier is used to 

identify the Hindi language. Further, in second step ten 

one-versus-all classifiers are used to recognize 

numerals. Figure 2 shows the training strategy of SVM 

for Hindi numerals. Each SVM classifier is separately 

trained by using LPC coefficients, MFCCs and 

combination of LPC and MFCCs.  

In each case, the SVMs are trained by using several 

values of k in k-fold cross validation approach [29]. In 

this approach, k-1 folds are used for training and the 

remaining  patterns  are  used  for  testing  of  the 

model  for each  numeral.  In  this  work,  k  has  been  

selected as 3, 4, 5, 7 and 10. 
 

                   

Figure 2. Training strategy of SVM for Hindi numerals. 

4. Results and Discussion 

Table 1 depicts the recognition rate for fixed number 

of frames by using linear, polynomial and RBF 

kernels. It can be observed that with LPC features as 

input and with linear kernel, a recognition rate of 

74.0% is obtained with 10-fold cross validation. 

However, with MFCC features as input and SVM with 

linear kernel, a recognition rate of 92.5% is obtained 

with 10-fold cross validation. A recognition rate of 

94.0% is obtained with 10-fold cross validation with 

combination of LPC and MFCC features as input and 

SVM with linear kernel. It is observed that for LPC 

and MFCC as well as combination of LPC and MFCC 

features, the best recognition rate is achieved with 

linear kernel. So, linear kernel has been selected for 

varying number of frames. The SVM performance is 

highly affected by kernel parameters. Normally, 

conventional gradient based search techniques are used 

to choose these parameters but sometimes solution 

converges to local optimum solution because of 

multimodal search area. 

In the case of polynomial or RBF kernel, kernel-

parameters (γ, r, d) need to be adjusted to get the 

reasonably good performance. The advantage of linear 

kernel is that no kernel parameter is required to set. So 

sometimes, linear kernel outperforms other kernel 

performances.    
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Table 1. Recognition rate obtained with different folds and kernels. 

k-fold 

Recognition Rate (%) 

Linear Kernel Polynomial Kernel RBF Kernel 

LPC MFCC 
Combination of LPC 

and MFCC 
LPC MFCC 

Combination of LPC 

and MFCC 
LPC MFCC 

Combination of LPC and 

MFCC 

3 73.2 87.0 89.0 68.6 85.0 87.3 33.0 37.0 37.0 

4 72.7 88.0 88.7 72.7 83.0 86.0 36.0 38.0 38.0 

5 73.4 91.0 91.0 69.0 86.0 87.3 36.0 39.0 39.7 

7 72.7 87.0 88.7 67.0 81.0 84.5 35.0 33.0 34.3 

10 74.0 92.5 94.0 71.0 86.0 88.0 36.0 38.0 37.6 

Figures 3 to 8 depict the effect of k in k-fold cross 
validation on the recognition rate when the number of 
frames is varied. It is observed that selection of 
appropriate value of frame is very important for better 
performance and it has been observed from Figure 5 
that with LPC features as input, a recognition rate of 
85.0% is obtained with 10-fold cross validation and 26 
frames. However, with MFCC features as input, a 
recognition rate of 95.4% is obtained with 10-fold 
cross validation and 26 frames. The highest recognition 
rate of 96.8% is achieved, with combination of LPC 
and MFCC features used as input, while employing 10-
fold cross validation and 26 frames.  
It can also be observed from Figure 9 that the results 

obtained by MFCC are always better than LPC alone 
because MFCC are derived on the concept of 
logarithmically spaced filter bank, clubbed with the 
concept of human auditory system and hence, had the 
better response compare to LPC parameters. Another 
observation is that combination of MFCC and LPC 
features are better than those of results obtained with 
MFCC and LPC features on every execution that 
indicates the robustness of combined MFCC and LPC 
features. 
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Figure 3. Recognition rate with 20 frames. 
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Figure 4. Recognition rate with 22 frames. 
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Figure 5. Recognition rate with 24 frames. 
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Figure 6. Recognition rate with 26 frames. 
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Figure 7. Recognition rate with 28 frames. 
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Figure 8. Recognition rate with 30 frames. 
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Figure 9. Comparison of best, average and worst results for three 

classes of features. 

 

5. Conclusions 
 

In this paper, a speaker-dependent, isolated word 

recognition system for Hindi numerals has been 

implemented. Features of speech in terms of LPC, 

MFCC and combination of LPC and MFCC are 

considered to recognize Hindi numerals. The SVM 

classification is performed in two steps. Initially, a 

one-versus-all SVM classifier is used to identify the 

Hindi language and then 10 one-versus-all classifiers 

are used to recognize Hindi numerals. The experiments 

have been carried out in two phases. In first phase, the 

number of frames has been fixed and different folds in 
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k-fold cross validation have been applied for training 

and testing of SVM. To explore the best kernel 

strategy, linear, polynomial and RBF kernels have 

been used for the construction of SVM. The highest 

recognition rate of 94.0% has been achieved using 

linear kernel strategy with combination of LPC and 

MFCC features and 10-fold cross validation. The linear 

kernel strategy consistently dominated other kernel 

strategies in this phase of experiment. The linear kernel 

has advantage as compared to other kernels is that it 

does not require any kernel parameter to set. 
In the second phase of experimentation, the number 

of frames has been varied to compute the recognition 
rate using SVM with linear kernel. The highest 
recognition rate of 96.8% could be achieved with 
combination of LPC and MFCC features, while 
employing 10-fold cross validation and 26 frames.  
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