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Abstract: Code clones are described as a part of the program which is completely or partially similar to the other portions. In the earlier research the code clones have been detected using fingerprinting technique. The major challenge in our work was to group the code clones based on similarity measure. The proposed system measures the similarity based on similarity distance. The defined expression considers two parameters for calculating the similarity measure namely the similarity distance and the population of the clone. Thereby the code clones are clustered and ranked on the basis of their similarity measures. Indexing is used to interactively identify the clones which are caused due to inconsistent changes. As a result of this work all the identical clusters for most similar and more similar categories are identified.
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1. Introduction

Code clones are the duplicated segments of the software which are produced by simple copy and paste mechanism [11]. This unwarranted duplicated code gives rise to many issues. For instance, if a user wants to correct an error in a system with duplicated code, all possible duplications of that specific error must be corrected. Code duplication normally increases the size of the code, thereby extending compile time and expanding the size of the program. Code duplication often indicates design problems in the software. During duplication, errors in systematic renaming can lead to unintended aliasing, resulting in latent bugs that crop up much later and the effect of all of these will lead to software aging. As a result even smaller design changes [2] become cumbersome and increase the complexity of the software.

Some clones are easy to detect, like clones with similar variable and clones with similar comments. Apart from that, there are many more delicate clones and to find such types of clones, a perfect clone detection technique is essential, which will prove more useful in finding the obvious clones. In general, clones may be described using the topology as described in Table 1 [13, 14].

According to the survey various clone detection techniques have been proposed to detect these types of clones [4, 5, 6]. In this research the proposed technique extracts the identical clones based on the similarity factors. The higher level clones which were detected from our previous work are considered as input. Based on varying degrees of similarity, the clones are clustered using the hierarchical clustering algorithm. Then, they are rank-ordered by using the method of indexing.

2. Motivation of Clone Detection

Many clone detection techniques have been previously designed in order to identify similar clones. The earlier work [9] has also identified the similar clones using the fingerprinting technique. The idea of the technique was to find the similarity using fingerprints. It maps a large dataset of arbitrary length into a same bit sequence. The message digest algorithm computes unique fingerprints for every token at the method level, file level and the directory level. The similarity between the fingerprints is calculated using Locality Sensitive Hashing. When the similarity value lies between the threshold ranges $0.8 \leq \delta \leq 1.0$ the clones are most similar and when it lies between the ranges $0.6 \leq \delta < 0.8$ they are more similar and the others are least similar. Under each threshold value method level, file level and directory level clones are identified. Finally, the clone pairs and clone set are formed. As an extension to the previous work, the motivation of this research is to find the identical clones in each category based on two parameters, statement similarity and the occurrence similarity. Further the identical clones are clustered and ranked.

Hierarchical clustering [1, 8] is a set of clusters organised as hierarchical trees. The trees are visualized as dendrogram. Hierarchical clustering algorithm assigns each code clone to a cluster, so that $N$ code
clones will have \( N \) clusters. The similarities between the clusters are the same as the similarities between the code clones. This algorithm finds the closest pair of clusters and merges them into a single cluster. It again computes the distances between the new cluster and the old clusters and repeats the steps until a single cluster remains. It finally produces a set of nested clusters organized as a hierarchical tree which can be visualized as a dendrogram. The major advantage of this clustering technique is that they do not assume any particular number of clusters. The clusters which are finally formed show a group of the code clones that are similar and identical.

Ranking is a process by which the items are ranked based on similarity factor. In our work since the similarity measure is calculated, the clones are ranked based on the similarity measure. After ranking, indexing is done to facilitate the automatic detection of clones. Given a clone, the rest of the clones can be automatically identified.

The contribution of this research is the description of generation of the similarity matrix used for clustering. This research also describes the ranking of the clones. Then, the interactive identification of clones is also discussed. The research work is organized in sections. In section 3 the related works for similarity generation and clustering is presented. In section 4 clone clustering system, details of the clone matrix representation, and ranking of clones are described. The quantitative evaluation of the approach in reported in section 5 and conclusions is given in section 6.

### 3. Related Works

The technique given in [15] is a method for detecting similar code blocks and for quantifying their similarity. It also detects the clone clusters for a set of code blocks within a user-supplied similarity threshold. The clones are further ranked and ordered based on the similarity and this technique is implemented for clone-detection in C programs. It is also suggested to incorporate this technique in many existing clone-detection tools to provide more flexibility in the definitions of similar clones.

The method of approximate clone detection as in [17] puts forward two techniques for detecting clusters of approximate clones. The experiments show that the proposed techniques accurately retrieve clusters of approximate clones that originate from copy-paste mechanism followed by independent modifications to the copied fragments.

Incremental clone detection tool [10] called ClemanX, represents code fragments as subtrees of Abstract Syntax Trees (ASTs) measures their similarity levels based on their characteristic vectors of structural features. ClemanX solves the task of incrementally detecting similar code. The empirical evaluation of the tool on large-scale software projects shows the usefulness and good performance of ClemanX.

Detecting near-miss clones [3, 12] employ a token-based system and use lightweight mechanisms for ensuring syntactic validity of potential clones. The method of similarity between the codes is the same as our method of calculating the similarity measure.

The tool CP-Miner as in [7] is proposed for identifying copy-paste bugs in large systems. The code sequences are transformed so that common subsequence can be identified using data mining techniques. CP-Miner fingerprints statements, although the fingerprints do not preserve similarity. Compared with other techniques, CP-Miner does not quantify the degree of similarity that exists between potential clones.

Real-time clone detection tool called SHINOBI [16] is implemented, in order to detect code clones from source code immediately by a real-time method. The clone detection and ranking module searches for clones with the search key, sent from the SHINOBI client using the Suffix Array Index. The order of returned clones is determined by ranking value. The ranking value is the sum of two values: The ratio of files committed at the same time and the ratio of files opened or edited at the same period of time.

### 4. Research Mechanism

The architecture takes source code as input and consists of four modules namely, extraction of higher level clones, similarity measure generation for clone pairs, clustering of identical clones and ranking as shown in Figure 1.

![Figure 1. Architecture for clone detection.](image-url)
4.1. Extraction of Higher Level Clones

In our previous work [9], any source code considered to have clones was taken as input. This was then pre-processed and tokenized to form tokens. Those tokens were converted into fingerprints by the message digest algorithm. The above process is language independent. The fingerprints obtained by MD5 were further compared for similarity. Locality sensitive hashing was used for calculating similarity. It hashes for vectors such that the probability that two vectors having the same hash value is strictly decreasing function of their corresponding distance. In other words two vectors having the smaller distance will have the higher probability of having the same hash code. The final output of above process was a set of clone pairs and a clone set. The clone set thus formed consists of the list of the code clones which belong to one of the three categories. A clone in the clone set is any block of code such as a method, file or directory whose fingerprints are most similar, more similar or least similar to the other block of code belonging to the same category.

4.2. Similarity Measure Generation

Similar code clones are not always identical. In order to find the identical clones the module in the proposed architecture calculates a similarity measure using two factors. The first factor of similarity measure in Equation 3 is the similarity distance between two clones and the second factor is the distance between the numbers of occurrences of the clones.

\[
\text{Similarity Distance} (S_1, S_2) = \frac{(S_1 \cap S_2)}{|S_1| + |S_2|}
\]

\[
P(S) = \frac{\text{No of Occurrence of Clone in a Container}}{2}
\]

The similarity distance is calculated by using the Equation 1. The distance factor is an ordered pair. The first part of an ordered pair \((S_1 \cap S_2)\) is a fraction of fingerprints in the first clone that is common to both the clones and the second part of the ordered pair \(|S_1| + |S_2|\) is a fraction of fingerprints in the second clone common to both the clones. \(P(S)\) in Equation 2 is the population of a clone which gives the maximum occurrence of a clone in a container. These two factors when considered for calculating the distance, the factors identify the matching clones that are not only having the common statements but also the clones which have occurred for the same number of times in a method, file or directory. When the statement similarity and the occurrence similarity are used to find the distance, it can be assured that the identical clones will be detected from a large set of similar clones. The similarity measure is calculated using the formula.

\[
\text{Similarity Measure} = \sqrt{(S_1 - S_2)^2 + (P_1 - P_2)^2}
\]

4.3. Clustering of Identical Clones

Normally the clones are clustered on the basis of the similarity measure. The advantage of this technique is to find the similarity measure only when the considered clone pair contains same fingerprints that are common to both. By doing this the number of candidate clones for clustering is reduced. Hierarchical clustering technique is used for clustering the clones, considers each of the candidate clones as a cluster and computes the similarity matrix. Consider a clone set with clones \(\{m_1, m_2, m_6, m_7, m_9, m_{10}, m_{12}\}\), then the similarity matrix has to be calculated for the above clones.

As a first step, Figure 2 shows each clone as a individual cluster. Next the similarity matrix is generated for every pair. Each value in the similarity matrix is a similarity measure between the pair of clones. The similarity measure between the same clones will be ‘0’ and the similarity measure between the points \(s_{mj}\) will be same as \(s_{mj}\).

Table 2 indicates the similarity measure between the clone pairs. This is repeated for every clone pair in the clone set. The next step is to merge the clusters with closest similarity distance. If the similarity measure between the clones of the pair \((m_7, m_{10})\) is very close then merge the clusters of \(m_7\) and \(m_{10}\) and update the similarity matrix as in Figure 3 and Table 3. Finally a dendrogram is generated to display the clusters of identical clones.

\[
\begin{array}{cccccccc}
M1 & M2 & M6 & M7 & M9 & M10 & M12 \\
M1 & 0 & s_{12} & s_{16} & s_{17} & s_{19} & s_{110} & s_{112} \\
M2 & 0 & 0 & s_{26} & s_{27} & s_{29} & s_{210} & s_{212} \\
M6 & 0 & s_{67} & 0 & s_{69} & s_{610} & s_{612} & s_{610} \\
M7 & 0 & s_{76} & s_{712} & 0 & s_{710} & s_{712} & s_{710} \\
M9 & 0 & s_{96} & s_{97} & s_{910} & 0 & s_{910} & s_{912} \\
M10 & 0 & s_{106} & s_{107} & s_{109} & s_{1010} & 0 & s_{1012} \\
M12 & 0 & s_{126} & s_{127} & s_{129} & s_{1210} & s_{1212} & 0
\end{array}
\]

Table 3. Similarity matrix after merging.

\[
\begin{array}{cccccccc}
M1 & M2 & M6 & M7 & M9 & M10 & M12 \\
M1 & 0 & s_{12} & s_{16} & s_{17} & s_{19} & s_{110} & s_{112} \\
M2 & 0 & 0 & s_{26} & s_{27} & s_{29} & s_{210} & s_{212} \\
M6 & 0 & s_{67} & 0 & s_{69} & s_{610} & s_{612} & s_{610} \\
M7 & 0 & s_{76} & s_{712} & 0 & s_{710} & s_{712} & s_{710} \\
M9 & 0 & s_{96} & s_{97} & s_{910} & 0 & s_{910} & s_{912} \\
M10 & 0 & s_{106} & s_{107} & s_{109} & s_{1010} & 0 & s_{1012} \\
M12 & 0 & s_{126} & s_{127} & s_{129} & s_{1210} & s_{1212} & 0
\end{array}
\]

4.4. Ranking

The main aim of the clone detection technique is to provide the clone list in an ordered format. In this work...
the similar clones and the identical clones have been identified. Hierarchical clustering technique has also clustered the clones to show their identity. Since, the identity is based on the similarity measure the clones can also rank-ordered on the basis of this measure. The clones which are present in the same cluster are given the same rank. The method of indexing enables us to group all the clones based on the rank. The grouped clones along with their indexes are then stored in a database. Finally for a given clone, the method finds out and interactively lists all the other clones which are identical to it.

5. Experiments and Results

The source code given to our previous system [9] has identified and extracted higher level clones at the method level, file level and the directory level. The output of the previous research [9] has identified 53 out of 181 methods, 90 out of 129 files, and 2 out of 3 directories as clones. The above clones have been identified as most similar clones for the threshold range 0.9-1.0. The next step is to detect the identical clones from same set of 53, 90 and 2 clones and then group them into clusters. Seven out of 53 clones for a threshold of 0.9-1 are considered for the study. The similarity distance and the similarity measures are calculated and Table 4 gives the similarity matrix for the considered clones. After finding the similarity measures hierarchical clustering is applied. Here the main aim of clustering is to group all the clones based on the rank. The grouped clones which are present in the same cluster are given the same rank. The method of indexing enables us to identify the identical clones. Identical clones are given the rank, based on their existing cluster and it is shown in Table 9. The ranked clones are indexed and stored in a database as shown in Table 10. The method of indexing helps in interactive identification of clones. If an inconsistent change is made to the software which results in a clone, then all the other clones that belong to the same index are listed out interactively.

Table 4. Similarity matrix with similarity measures.

<table>
<thead>
<tr>
<th>Similar Methods</th>
<th>M1</th>
<th>M2</th>
<th>M6</th>
<th>M7</th>
<th>M9</th>
<th>M10</th>
<th>M12</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>0</td>
<td>0.2</td>
<td>0.72</td>
<td>0.4</td>
<td>0.28</td>
<td>0.36</td>
<td>0.36</td>
</tr>
<tr>
<td>M2</td>
<td>0.2</td>
<td>0</td>
<td>0.28</td>
<td>0.28</td>
<td>0.22</td>
<td>0.66</td>
<td>0.27</td>
</tr>
<tr>
<td>M6</td>
<td>0.72</td>
<td>0.28</td>
<td>0</td>
<td>0.22</td>
<td>0.56</td>
<td>0.96</td>
<td>0.4</td>
</tr>
<tr>
<td>M7</td>
<td>0.4</td>
<td>0.28</td>
<td>0.22</td>
<td>0</td>
<td>0.21</td>
<td>0.70</td>
<td>0.23</td>
</tr>
<tr>
<td>M9</td>
<td>0.28</td>
<td>0.22</td>
<td>0.56</td>
<td>0.21</td>
<td>0</td>
<td>0.47</td>
<td>0.07</td>
</tr>
<tr>
<td>M10</td>
<td>0.36</td>
<td>0.66</td>
<td>0.96</td>
<td>0.70</td>
<td>0.43</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>M12</td>
<td>0.36</td>
<td>0.27</td>
<td>0.4</td>
<td>0.22</td>
<td>0.07</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The process of clustering is given in Tables 5, 6, 7 and 8. The result of the clustering algorithm is a group of identical clones represented as a cluster diagram and dendrogram as in Figures 4 and 5 respectively.

Table 5. Hierarchical clustering step 1.

<table>
<thead>
<tr>
<th>Similar Methods</th>
<th>M1</th>
<th>M2</th>
<th>M6</th>
<th>M7</th>
<th>M9</th>
<th>M10</th>
<th>M12</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M2</td>
<td>0.2</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M6</td>
<td>0.72</td>
<td>0.28</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M7</td>
<td>0.4</td>
<td>0.28</td>
<td>0.22</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M9</td>
<td>0.28</td>
<td>0.22</td>
<td>0.56</td>
<td>0.21</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M10</td>
<td>0.36</td>
<td>0.27</td>
<td>0.4</td>
<td>0.22</td>
<td>0.07</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>M12</td>
<td>0.36</td>
<td>0.27</td>
<td>0.4</td>
<td>0.22</td>
<td>0.07</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6. Hierarchical clustering step 2.

<table>
<thead>
<tr>
<th>Similar Methods</th>
<th>M1</th>
<th>M2</th>
<th>M6</th>
<th>M7</th>
<th>M9</th>
<th>M10/M12</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M2</td>
<td>0.2</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M6</td>
<td>0.72</td>
<td>0.28</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M7</td>
<td>0.4</td>
<td>0.28</td>
<td>0.22</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M9</td>
<td>0.28</td>
<td>0.22</td>
<td>0.56</td>
<td>0.21</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>M10/M12</td>
<td>0.36</td>
<td>0.27</td>
<td>0.4</td>
<td>0.22</td>
<td>0.07</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 7. Hierarchical clustering step 3.

<table>
<thead>
<tr>
<th>Similar Methods</th>
<th>M1</th>
<th>M2</th>
<th>M6</th>
<th>M7</th>
<th>M9/M10/M12</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M2</td>
<td>0.2</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M6</td>
<td>0.72</td>
<td>0.28</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M7</td>
<td>0.4</td>
<td>0.28</td>
<td>0.22</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>M9/M10/M12</td>
<td>0.28</td>
<td>0.22</td>
<td>0.56</td>
<td>0.21</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 8. Hierarchical clustering step 4.

The results show that m10, m12 and m9 are identical and m1, m2 are identical to each other, whereas the other clones m6 and m7 with a greater distance are not identical and they are in separate clusters. Given a similar clone our system efficiently lists out all its identical clones. Identical clones are given the rank, based on their existing cluster and it is shown in Table 9. The ranked clones are indexed and stored in a database as shown in Table 10. The method of indexing helps in interactive identification of clones. If an inconsistent change is made to the software which results in a clone, then all the other clones that belong to the same index are listed out interactively.

Table 9. Clones with ranks.

<table>
<thead>
<tr>
<th>Clones</th>
<th>M1</th>
<th>M2</th>
<th>M6</th>
<th>M7</th>
<th>M9</th>
<th>M10</th>
<th>M12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rank</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>9</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 10. Clones with index.

<table>
<thead>
<tr>
<th>Index</th>
<th>Clones</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>M12, M10, M9</td>
</tr>
<tr>
<td>2</td>
<td>M1, M2</td>
</tr>
<tr>
<td>3</td>
<td>M6</td>
</tr>
<tr>
<td>4</td>
<td>M7</td>
</tr>
</tbody>
</table>

Table 11 shows the result of the identical clusters extracted from the sample java system considered for the study. It shows the list of identical clusters for the most Similar (ES) and the More Similar (MS) categories. For the threshold value 0.9-1.00 in most similar category out of 53 clones, 14 identical clusters are generated each having the identical clones. Similarly for a threshold of 0.75-0.8 out of 43 clones, 16 identical clusters are generated for the more similar category. The results also show the identical clones for methods, files and directories under different threshold values.

Figure 4. Cluster of identical clones.
6. Conclusions

The proposed architecture takes the simple clones and clusters the clones based on the similarity measure. The similarity measure takes two factors for consideration, the similarity distance and the population of clone. These two factors are calculated for all the clones in the clone set. The resultant is a cluster which groups the identical clones from a set of similar clones. The identical clones are ranked based on the cluster. The ranked clones are finally indexed to automatically list the identical clones. The research can be further extended to find the structural similarity. It can also be used to find the clones in other data structures.
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