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Abstract: Clustering is a standard approach in analysis of data and construction of separated similar groups. The most widely 
used robust soft clustering methods are fuzzy, rough and rough fuzzy clustering. The prominent feature of soft clustering leads 
to combine the rough and fuzzy sets. The Rough Fuzzy C-Means (RFCM) includes the lower and boundary estimation of rough 
sets, and fuzzy membership of fuzzy sets into c-means algorithm, the widespread RFCM needs more computation. To avoid 
this, this paper proposes Fuzzy to Rough Fuzzy Link Element (FRFLE) which is used as an important factor to conceptualize 
the rough fuzzy clustering from the fuzzy clustering result. Experiments with synthetic, standard and the different benchmark 
dataset shows the automation process of the FRFLE value, then the comparison between the results of general RFCM and 
RFCM using FRFLE is observed. Moreover, the performance analysis result shows that proposed RFCM algorithm using 
FRFLE deals with less computation time than the traditional RFCM algorithms. 
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1. Introduction 
An essential technique of data mining is unsupervised 
clustering. It deals with finding a structure in 
ensemble of unlabeled data. The clustering approach 
[1,2,22] can be classified into two classifications such 
as soft and hard clustering. Each object assigns to 
exactly one cluster based on the hard clustering. 
Though they are simple to implement, it has demerits 
of being sensitive to outliers and also difficult to 
handle ambiguous, uncertainty and moreover, it 
cannot deal with objects which are close to two 
clusters. These problems were conquered by the soft 
clustering algorithm. It defines that an object can 
belong to more than one cluster. Soft clustering 
algorithms have board categories like Fuzzy C-Mean 
(FCM), Rough C-Mean (RCM) and Rough FCM 
(RFCM). FCM algorithm [8,7,18] permits each data 
objects to cluster according to the membership of 
fuzzy sets, which is capable of handling the 
overlapping data objects and FCM results can be 
evaluated using many popular indices[20]. FCM 
algorithm has been descended by the characteristics 
such as too descriptive, slow to converge. RCM 
algorithm [11, 15,16,17] uses the concept of lower 
and upper estimation of rough set which is used to 
effectively handle the uncertainties. Ideas of both 
fuzzy and rough set are integrated into the RFCM 
algorithm, such that the RFCM algorithm establishes 
the crisp lower and fuzzy boundary 
proposition.RFCM algorithm has been widely used 

inmany applications [10,12,13,5].It is also used for 
intrusion detection[21]. 

Traditional RFCM algorithm is designed using 
several procedures and framed through the concept of 
collaboration. Novel collaborative clustering [19] is 
developed using the RCM and RFCM algorithms 
introduced by Mitraet al.[6] The collaboration concept is 
incorporated by exchanging information between the 
modules regarding the local partitions. It includes two 
phases as with and without collaboration. Hybrid 
algorithm [13] established by association of both rough 
and rough fuzzy concept. Rough-Fuzzy Possibilistic C-
Means (RFPCM) [14] where the rough fuzzy is based on 
both probabilistic and possibilistic membership to avoid 
the problems such as noise sensitivity of the FCM and 
the coincident clusters of PCM. The concept of crisp 
lower and fuzzy boundary of each cluster is introduced 
in the RFPCM by Maji and Sankar [13]these 
conventional RFCM algorithms face the following 
downsides including more computation to converge and 
time taken is high. Even though the rough correlation 
factor is proposed by Joshi et al. [3] to overcome these 
issues which is used only to translate the FCM into 
RCM not for RFCM  and also its  not automated for 
different real world datasets. Rough fuzzy clustering 
algorithm using fuzzy rough correlation factor by 
Revathy and Parvathavarthini [19], though it translates 
the FCM into RFCM not automated the factor value for 
different benchmark datasets. This paper puts forward 
the Fuzzy to Rough Fuzzy Link Element (FRFLE) to 
conceptualize the RFCM algorithm. This Scheme is used 
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to establish the RFCM algorithm by yielding less 
computation and time consumption.FRFLE is 
determined based on the Degree of Fuzziness Ratio 
(DFR).The clear process of obtaining FRFLE, 
automation of FRFLE for various benchmark datasets 
and performance analysis of RFCM using FRFLE 
based on the computation time are also been 
discussed. 

2. Literature Review 
In this section the traditional algorithms such as 
FCM, RCM and RFCM have been discussed. 

2.1. Fuzzy C-Means 
According to Bezdek’s (1981) FCM concept let 
R={R1, R2, ..., Rn}be the set of N objects and V={v1, 
v2, ..., vi, ...,vc}be the set of centroids, and Vi∈ R. It 
segments Rk into c clusters based on the degree of 
membership value, where 1≤m< ∞ is the fuzzifier, 

iV is the ith cluster center,uik∈ [0, 1] is the 
membership of the k. 
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The process begins by randomly choosing k objects as 
the centroid of the c clusters. The memberships are 
calculated based on the relative distance of the 
objectsRk to the centroids {Vi} by Equation 1. 
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the objects, the new centroids of the clusters are 
calculated as per Equation 1. The process continues 
until the objective function converges, i.e., the 
centroids have identical value. 

2.2. Rough C-Means 
In real life situations, uncertainty may arise from 
incompleteness in class definition. This type of 
uncertainty can be handled by rough sets. The rough 
set concept was introduced by Pawlak [15], 
according to that each set consists of two parts, as 
lower and boundary region. 

Properties of rough sets such as: 

• An object rkcan be part of at most one lower 
bound. 

• ( ) ( )k i k ir O U r O U∈ ∈⇒ . 
• An object rkis not part of any lower bound 
⇒rkbelongs to two or more upper bounds. 

RCM and evaluationaryrough k-means were introduced 
by Lingras and West [4]. Here, each cluster consists of 
two parts, namely a crisp lower approximation, and crisp 
boundary approximation. It adds the idea of lower ( )iO U  
and upper ( )iO U  estimation which segments the object 
regions as lower and boundary of clusterUi. The 
boundary region of cluster Uiis denoted as
( ) ( ) ( ){ }i i iA U = O U - O U . The 3 clusters separation 

example for four data elements using RCM is shown in 
Figure 1, thus the element x2 presents in the upper 
approximations of two clusters c1 and c2.  

Figure 1. RCM clustering. 

Calculation of the centroid is modified as below 
Equation 3 to include the effects of lower as well as 
upper bounds. In RCM, for each dataset choose 
appropriate threshold value. Compactness is based on 
the threshold, Importance of lower and upper 
approximation wlow andwup values.  
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2.3. Rough Fuzzy C-Means 
Rough fuzzy collaborative clusteringwas  developed by 
Mitraet al. [6] and rough fuzzy cmedoids algorithm  was 
introduced by Majiet al.[9],  to handle the  overlapping 
segments efficiency by both fuzzy and rough sets 
concepts. Each cluster consists of three parameters, 
namely a cluster centroid, a crisp lower approximation, 
and fuzzy boundary. The overlapping data objects 
handled through the fuzzy set theory and the concept of 
lower and upper estimation of rough sets deals with lack 
of certainty, ambiguous, and not completeness in class 
definition. The three clusters separation example for four 
data elements using RFCM is shown in Figure 2, thus 
the object x2 belongs to the both clusters C1 andC2 with 
their corresponding membership value range from [0 to 
1]. 
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Figure 2. RFCM clustering. 

The importance of lower and upper 
approximationwlow=1-wup, 0.5<wlow<1, fuzzifier value 
m=2. Calculation of the new centroid is based on 
lower and upper approximation. Allocate each data 
object (pattern)Rkto the lower iOU  or upper iOU  
approximation according to the threshold (here 
threshold (δ) value is various depending upon 
dataset) , if uik-ujkis less than threshold,then k iR OU∈

andRk O∈ Uiand Rkcannot be a part of any lower 
estimation or elseRk O∈ Uiand Uiwill be themaximum 
membership value. The centroid vi calculation for 
rough fuzzy c-means is given as below: 
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(4) 

According to Maji and Sankar [9] RFCM algorithm 
the centroid is computed same as mention in above 
Equation 4  and the modified threshold  for RFCM is 
given by:  

( )∑ =
−=

N

k jkik uu
N 1

1δ  (5) 

Where N is the total number of objects,uik andujkis the 
maximum and second maximum membership value. 

3. RFCM Algorithm using FRFLE 
In this paper the RFCM algorithm is conceptualized 
using the FRFLE. The FRFLE is proposed for the 
correlation of FCM and RFCM results to convert the 
FCM into RFCM. This is then extended to the 
automation of the FRFLE for several real data sets 
and the performance analysis has been done based on 
the execution time. Figure 3 shows the architecture of 
the proposed system. 

 
Figure 3.Architecture for proposed system. 

3.1.Automation of the FRFLE Value 
Algorithm 1 for computing FRFLR value is given 
below: 
Algorithm 1: FRFLE computation.  

Input: The Dataset 
Output: The FRFLE Value 

• Step 1: Select the Dataset. 
• Step 2: Compute the original membership matrix m1using 

FCM. 
• Step 3: Acquire the DFR Matrix m2  based on the equation 

given below: 

( ) ( ),2 k ikm k i = max u / u ; ∀clusters i=1,2, ...,c, 
objects k=1, 2, ..., n 

Where uk is the maximum fuzzy membership value of kthobjectfor 
all clusters anduik is the fuzzy membership value of corresponding 
cluster.  

• Step 4: Compute the membership matrix m3 using RFCM. 
• Step 5: Obtain the membership value and correlate the matrix 

m2, m3 results as following procedure: 
 

1. Obtain the membership value based on the   following 
condition: 

if ( ) ( )( )3 3, ¹ 1 , 0m k i < & &m k i ==  
[lower(1), boundary(<1) estimation ] 
thenm4 (k, i)= m3(k, i) ∀clustersi=1,2, …, c, objects   k=1,2, 

…, n. 
2. Obtain those elements DFR value from the matrixm4. 
3. Formulate the matrix m4. 

 

• Step 6: Retrieve the minimum DFR value other than (0 and 1) 
in matrix m4and Obtain the FRFLE value fac by: 

fac value=( minimumvalue -0.0001) 

3.2. RFCM using the FRFLE Value 
Algorithm 2 for RFCM using FRFLE is given below: 
Algorithm 2:Computing rough fuzzy clusters using FRFLE. 

Input: The Dataset 
Output: The RFCM Clustering Result. 

• Step 1: Select the dataset. 
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• Step 2: Compute the original membership matrix m1 using 
FCM. 

• Step 3:  AcquiretheDFRmatrixm2. 
• Step 4: 

Assignthedataobjecttothelowerandboundaryestimationbyth
efollowingcondition. 
Ifm2 (k, i)>facthenm2 (k, i)=1 [lowerestimation] 
∀clustersi=1,2, …, c, objectsk=1,2, …, n. 
elsem2 (k, i)=fuzzymembershipvalue[boundaryestimation] 
end. 

• Step 5: ObtaintheRFCMClusteringresult. 

4. Exploratory Data Sets 
Different synthetic data set and benchmark datasets 
for the endorsement. Obtaining the RFCM results 
using FRFLE value with a specific procedure for 
each dataset is observed. 

4.1. Synthetic Data Set 
The synthetic data setwhich is shown in Table 1  has 
been developed for a clear evaluation of FRFLE 
automation and RFCM result and its underlying 
cluster structure. 

Table 1. Synthetic dataset. 
 Attributes 

R1 13 13 
R2 14 14 
R3 15 15 
R4 45 45 
R5 46 46 
R6 47 47 
R7 65 65 
R8 64 64 
R9 67 67 

R10 55 55 

4.2. Benchmark Data Sets 
Discrete benchmark data sets like: Lenses, wine, 
balloon, seeds, iris and teaching assistant evaluation 
form the universal repository were used for the 
experimental explanation in this paper. 

4.2.1. Lenses Dataset 

Lenses dataset contain 24 samples with four 
attributes. The attributes information is as follows: 
Age of the patient (young, pre-prebyopic, 
presbyopic), spectacle prescription (myope, 
hypermetrope), astigmatic (no or yes), tear 
production rate:Reduced and normal. It also contains 
three classes: As the patient should be fitted with 
hard contact lenses, the patient should be fitted with 
soft contact lenses, not be fitted with contact lenses. 

4.2.2. Wine Dataset 

Wine dataset has 178 samples with 13 attributes. The 
attributes information is as follows: Alcohol, malic 
acid, ash, alcalinity of ash, magnesium,total 
phenols,flavanoids, nonflavanoid phenols, 
proanthocyanins, color intensity, hue, OD280/OD315 

of diluted wines, proline. It also contains three classes 
based on the analysis determined by the quantities of 13 
constituents present in each type of wine. Figure 4 
shows the scatter representation between the alcohol and 
alkalinity of ash attributes in the wine dataset.  

 
Figure 4.Wine dataset. 

4.2.3. Balloons Dataset 

Balloons dataset contain 16 instances and 4 attributes. 
The attribute information such as color (yellow=1, 
purple=2), size (small=1, large=2), action (stretch=1, 
dip=2), age (adult=1, child=2) and it also contains two 
classes: Inflated (T, F) if adult and stretch, then true else 
false. Figure 5 shows the linear representation of the 
action and age attributes in the balloons dataset.  

 
Figure 5.Balloons dataset. 

4.2.4. Iris Dataset 

Iris dataset has 150 samples in four dimensional 
measurement spaces. Iris consists of two or three 
clusters because of the substantial overlap of two of the 
clusters. It consists of four attributes which includes 
sepal length in cm, sepal width in cm, petal length in cm 
and petal width in cm.  It consists of three classes such 
as: Iris setosa, iris versicolour, and iris virginica. 

4.2.5. Seeds Dataset  

Seeds dataset contain 210 samples with 7 attributes.The 
attribute details as follows: Seven geometricparameters 
of wheat kernels were measured like area A, perimeter P, 
compactness C=4*pi*A/P^2, length of kernel and 
groove, width of kernel, asymmetrycoefficient, Figure 6 
shows the stem plot representation of the area and 
perimeter attributes in the seeds dataset. 
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Figure 6. Seeds dataset. 

4.2.6. Teaching Assistant Evaluation 

It contain 151 samples with 5 attribute which 
includes whether or not the TA is a native English 
speaker, course instructor, course, summer or regular 
semester, class size. It also contains three classes 
such as low, medium, high. 

5. Results and Discussions 
This segment gives the detailed strategy about the 
process of preset FRFLE value and also concedes the 
RFCM clustering from the FCM result using the 
FRFLE value for the all above mentioned datasets. 
For both algorithms a standard fuzzifier value m=2 is 
used for the membership computation. Initially the 
dataset is loaded into the MATLAB software. Here, 
the following synthetic data is considered for the 
experimental evaluation; it contains 10 objects and 2 
attributes. 

5.1. Automation of the FRFLE Value 

Following Figure 7 manifested the process of 
automating the FRFLE value. 

 

Figure 7.Flow diagram for automation. 

 

 

4.2.1. FRFLE Automation Results for Synthetic 
Dataset 

For the selected dataset apply the MATLAB standard 
function FCM to acquire the original membership 
matrixm1. For experimental calculation, the total number 
of cluster is taken as 3, the Table 2 shows the matrixm1 
value. 

Table 2.Membership matrix m1 using FCM. 
 C1 C2 C3 

R1 0.9987 0.0009 0.0004 
R2 1.0000 0.0000 0.0000 
R3 0.9986 0.0010 0.0004 
R4 0.0038 0.9868 0.0094 
R5 0.0008 0.9967 0.0025 
R6 0.0000 1.0000 0.0000 
R7 0.0000 0.0001 0.9999 
R8 0.0003 0.0022 0.9975 
R9 0.0017 0.0118 0.9865 

R10 0.0226 0.5829 0.3945 

The membership matrix m3 for RFCM algorithm, 
formulated by Maji and Sankar[10] RFCM algorithm 
(mention in the above section). Table 3 shows the 
membership value of sample data set using RFCM 
algorithm. 

Table 3.Membership matrixm3 using RFCM. 
 C1 C2 C3 

R1 1.0000 0.0000 0.0000 
R2 1.0000 0.0000 0.0000 
R3 1.0000 0.0000 0.0000 
R4 0.0000 0.0000 1.0000 
R5 0.0000 0.0000 1.0000 
R6 0.0000 0.0000 1.0000 
R7 0.0000 1.0000 0.0000 
R8 0.0000 1.0000 0.0000 
R9 0.0000 1.0000 0.0000 

R10 0.0000 0.4625 0.4475 

 
FRFLE value is the threshold value for DFR. The 

DFR is used to decide which cluster’s characteristics are 
dominantly present in the object. The DFR matrixm2 is 
computed based on the membership matrix m1value as 
the ratio between the maximum membership value for 
each object for all clusters and the corresponding 
membership value of each cluster. Table 4 shows the 
DFR matrix m2 value. 

Table 4.DFR matrixm2. 
 C1 C2 C3 

R1 1.0000 1135.3 2646 
R2 1.0000 21427000 5096.8 
R3 1.0000 1034.4 2516.3 
R4 256.937 1.0000 104.9256 
R5 1174.5 1.0000 405.8173 
R6 246.937 1.0000 71732 
R7 68839 8641.0 1.0000 
R8 3850.6 448.7437 1.0000 
R9 583.2062 83.6237 1.0000 
R10 25.825 1.0000 1.4777 

After attaining both matrixes DFR matrixm2  RFCM 
membership matrix m3. Find each element DFR value 
based on following condition as if the element belongs 
to the lower region then select the membership values of 
other clusters, or else if the element belongs to the(two 
or more)boundary region then select the membership 
values of other clusters from the RFCM membership 

Establish Fuzzy 
Membership Matrix 

Select a Dataset 

FRFLE 

Apply 
Algorithm 

Compute DFR Matrix 

Establish Rough Fuzzy 
Membership Matrix 

Observe the Correlation and Determine the 
FRFLE Value 

RFCM FCM 
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matrix m3 and compute the comparison matrix m4 as 
given in the Table 5. 

Table 5.Compatrison matrixm4. 

 C1 C2 C3 
R1 0.0000 1135.3 2646 
R2 0.0000 21427000 5096.8 
R3 0.0000 1034.4 2516.3 
R4 256.937 1.0000 0.0000 
R5 1174.5 1.0000 0.0000 
R6 246.937 1.0000 0.0000 
R7 68839 0.0000 1.0000 
R8 3850.6 0.0000 1.0000 
R9 583.2062 0.0000 1.0000 
R10 25.8255 0.0000 0.0000 

According to the comparison matrix m4 the 
FRFLE value is the minimum value of the object 
(other than zero and one) which fit in the upper 
approximation. For above synthetic dataset example 
the FRFLE value fac is obtained as: 

fac= ( 25.8255-0.0001) = 25.8254 

5.2. RFCM Result using the FRFLE Value  

The RFCM algorithm using the FRFE value process 
is given in the following flow diagram Figure 8. 

 
Figure 8. Flow diagram for RFCM result using FRFLE value. 

The conceptualization of the RFCMalgorithm 
using FRFLE has less computation when compared 
to the traditional RFCM algorithm and also it’s very 
easier to understand. Each data object is clustered 
based on the fixed lower (1) and fuzzy boundary 
estimation (membership value), which leads to 
handle the lack of certainty, ambiguous, and 
incompleteness in the class definition. 

5.2.1. RFCM Result for Synthetic Dataset using 
FRFLE Value 

Initially the dataset and the corresponding FRFLE 
value for each selected datasets are obtained. For 
example the FRFLE value of synthetic dataset here 

used isfac= 25.8249. By applying the FCM function in 
MATAB, the original membership matrix m1 forthe 
selected dataset is occurred at the beginning as shown in 
above Table 2.  

After that the DFR matrix m2is also calculated as 
shown in the previous section Table 5. The RFCM 
matrixRFCMis formulated using FRFLE value based on 
the condition (m2<fac) assign the element to the lower 
(1) or else to the boundary estimation with their 
membership as shown in Table 6. 

Table 6.RFCM result matrixRFCMusing FRFLE. 

 C1 C2 C3 
R1 1.0000 0.0000 0.0000 
R2 1.0000 0.0000 0.0000 
R3 1.0000 0.0000 0.0000 
R4 0.0000 0.0000 1.0000 
R5 0.0000 0.0000 1.0000 
R6 0.0000 0.0000 1.0000 
R7 0.0000 1.0000 0.0000 
R8 0.0000 1.0000 0.0000 
R9 0.0000 1.0000 0.0000 
R10 0.0000 0.4625 0.7992 

The automated FRFLE values for the different 
benchmark datasets and the count of the objects that 
belongs to the lower and the boundary estimation of the 
each cluster result in the datasets has been given in the 
below Table 7. The membership value can be computed 
using the FCM algorithm as shown before. Here, in 
Table 7 C denotes the total number of clusters, L denotes 
lower and B denotes boundary region elements count. 
C(1, ..., 5) identifies the clusters individually. 

Table 7.Result for various benchmark datasets. 

Dataset C FRFLE 
Value 

Lower Objects Count and Boundary Objects Count 
Value 

C1 C2 C3 C4 C5 

Lenses 
2 3.9123 L(8),B(8) L(8),B(8) - - - 
3 1.0081 L(8) L(8) L(8) - - 
4 1.0070 L(7) L(5) L(7) L(5) - 

Balloons 
2 2.0044 L(8),B(8) L(4),B(8) - - - 
3 1.0135 L(4),B(2) L(8),B(2) L(8) - - 
4 0.9999 L(5) L(4) L(3) L(8) - 

Wine 

2 1.0000 L(115), 
B(16) 

L(47), 
B(16) - - - 

3 1.1857 L(43), 
B(3) 

L(61), 
B(5) 

L(69), 
B(5) - - 

4 1.0440 L(23) L(33) L(57), 
B(2) 

L(65), 
B(2) - 

5 1.0254 L(20) L(55) L(29) L(27) L(47) 

Teaching 
Assistant 

Evaluation 

2 1.5910 L(80), 
B(24) 

L(47), 
B(24) - - - 

3 1.0081 L(64) L(26) L(61) - - 
4 1.0017 L(42) L(40) L(24) L(46) - 
5 1.0665 L(26) L(23) L(42) L(26) L(34) 

Iris 

2 0.9999 L(90), 
B(10) 

L(50), 
B(10) - - - 

3 2.8974 L(35), 
B(22) 

L(38), 
B(21) 

L(50), 
B(3) - - 

4 1.1384 L(50) L(27) L(29), 
B(1) 

L(43), 
B(1) - 

5 1.0000 L(50) L(11) L(39) L(25) L(25) 

Seeds 

2 1.5832 L(74), 
B(20) 

L(116), 
B(20) - - - 

3 1.2932 L(63), 
B(2) 

L(75), 
B(5) 

L(66), 
B(7) - - 

4 1.0067 L(58) L(71) L(33) L(48) - 

5 1.0861 L(26) L(47) L(50) L(37), 
B(2) L(48),B(2) 

 

Select the Dataset and Corresponding FRFLE 
value 

Compute the Original Membership Matrix 
using FCM 

YES NO 

Result 

Obtain the Rough Fuzzy Result Matrix Using FRFLE 

Assign the 
Objects to the 

Lower 
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BoundaryEstimati
on 

DFR<FRF
LE 
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6. Performance Analysis 
In this paper, performance of the RFCM clustering is 
examined based on the computation time. The RFCM 
using FRFLE value takes less time for the execution, 
because the traditional RFCM algorithm has more 
iteration in calculating the centroid values and the 
objective function are slow to converge. The 
comparison chart of algorithm according to their time 
of execution is shown in Figure 9. 

 
Figure 9.Comparison chart. 

7. Conclusions 
Thus, the hybridized RFCM reduces the fuzziness of 
FCM and handles vagueness, incompleteness of 
RCM efficiently. This paper puts forward the FRFLE 
to conceptualize the RFCM clustering from the FCM 
result and also includes the process of FRFLE value 
automation for various benchmark datasets which 
efficiently overcomes the general RFCM algorithm 
problems such as high time complexity, more 
computation.  

FRFLE value for the fresh data set can be 
computed using original RFCM, then data can be 
clustered using obtained FRFLE value. Only for the 
first time this will be happened. Once FRFLE is 
computed then data can be clustered directly by using 
FRFLE by using less time. For the first time this 
process will be taking more time. Then, for the 
subsequent times the speed for obtaining rough fuzzy 
clusters will be high. 

Even though the advanced scheme of automating 
the FRFLE is well organized for synthetic and 
benchmark datasets to built the RFCM algorithm, the 
idea can also be appeal to other unsupervised 
classification issues. 
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