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Abstract: This paper focuses on Probabilistic Complex Event Processing (PCEP) in the context of real world event sources of 

data streams. PCEP executes complex event pattern queries on the continuously streaming probabilistic data with uncertainty. 

The methodology consists of two phases: Efficient Generic Event Filtering (EGEF) and probabilistic event sequence prediction 

paradigm. In the first phase, a Non-deterministic Finite Automaton (NFA) based event matching allows to filter the relevant 

events by discovering the occurrences of the user defined event patterns in a large volume of continuously arriving data 

streams. In order to, express the complex event patterns in a more efficient form, a Complex Event Processing (CEP) language 

named as Complex Event Pattern Subscription Language (CEPSL) is developed by extending the existing high level event 

query languages. Furthermore, query plan-based approach is used to compile the specified event patterns into the NFA 

automaton and to distribute to a cluster of state machines to improve the scalability. In the second phase, an effective Dynamic 

Fuzzy Probabilistic Relational Model (DFPRM) is proposed to construct the probability space in the form of event hierarchy. 

The proposed system deploys a Probabilistic Fuzzy Logic (PFL) based inference engine to derive the composite of event 

sequence approximately with the reduced probability space. To determine the effectiveness of the proposed approach, a 

detailed performance analysis is performed using a prototype implementation. 
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1. Introduction 

In today’s world, many distributed software 
applications generate high quantity of the data stream 
continuously from geographically distributed multiple 
sources with unpredictable rate. Business processing 
systems are interested in acquiring the high level of 
intelligence from the available data. The standard Data 
BaseManagement System (DBMS) does not support 
timeliness of flow processing [9, 19]. This nature of 
DBMS led to the development of Information Flow 
Processing (IFP). There are two types of IFP models- 
Data Stream Management System (DSMS) and 
Complex Event Processing (CEP). DSMS handles the 
transient data that flow continuously from the multiple 
sources [17]. CEP infers complex events. The core of 
the CEP is the CEP engine (processor) that detects 
event patterns from the large number of incoming 
events. An event pattern expresses the rules in a 
declarative language to describe the complex 
relationship between the incoming events to obtain the 
relevant information to trigger the output events [13]. 
A data source has inherently unreliable data collection 
method, or the data source generates erroneous data 
which leads to uncertainty [4]. In this work, a generic 
framework is presented for modelling and managing 
the events and rules with uncertainty with the 
successful implementation of CEP.  
This paper, illustrates a probabilistic approach that 

attempts to provide the solution for the challenges of 
robust complex event detection. The probabilistic 
methodology offers declarative language to express the 
event pattern queries as probabilistic event hierarchies 
to support probabilistic inference in order to, trigger 
the relevant sequences under uncertainty. 

  

1.1. Contributions of this Paper  

• Complex Query Language: A flexible event 
language Complex Event Pattern Subscription 
Language (CEPSL) is developed to enrich the 
existing restricted query language to specify the 
complex event pattern queries under uncertainty. 

• Event Pattern Matching: An efficient NFA based 
event matching algorithm filters the relevant events.  

• Complex Event Detection: Event sequence 
prediction phase supports probabilistic inference on 
complex uncertain events. Probabilistic event 
hierarchies are constructed in the form of graphical 
model called as Dynamic Fuzzy Probabilistic 
Relational Models (DFPRM) that infers the 
correlations between the sequences of incoming 
events.  

• Computation of Probability: DFPRM model 
computes the joint probability distribution based on 
the observation of the correlation between event 
sequences to enhance the robustness of the event 
detection process under uncertainty.  
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2. Related Works 

2.1. Review on Event Filtering Schemes   

The development of filtering algorithm based on 
Binary Decision Diagram (BDD) in a large scale 
publish/subscribe system is discussed in [6]. BDD 
filters the relevant events according to the matching 
level between large numbers of incoming publications 
(events) against the selection criteria of user 
subscriptions (queries). In order to, reduce the resource 
utilization for storage and operation overhead, an 
effective CEP system is proposed that identifies the 
sequence of relevant complex events with minimal 
resource consumption [18]. Effective pattern matching 
is performed in two phases such as threshold phase and 
detection phase. A scalable and high performance 
event filtering mechanism for enterprise-wide 
Distributed Dynamic Multi-Point (DDMP) applications 
is developed in [1]. DDMP is a data reduction 
mechanism that minimizes the unnecessary operation 
overhead and network traffic in order to monitor, 
detect and deliver the events to interested consumers. 
Events are modelled using an expressive event 
language and then, user subscriptions are internally 
represented in the form of Deterministic Finite state 
Automata (DFA). The main problem is that it is a 
domain dependent application and it is focused only on 
the event filtering in DDMP domain. The system 
cannot be applicable to all the other domains in a 
business enterprise system.  

2.2. Complex Event Processing Systems 

This section is to point out the existing CEP systems 
such as Telegraph Project (TelegraphCQ), SASE, 
Cayuga and Next CEP. The TelegraphCQ is an 
adaptive data flow processing scheme that processes 
the event streams in an adaptive environment [7]. The 
SASE [16] is another CEP system that deploys a 
complex event processor for continuously arriving 
event streams in order to derive the events in a timely 
manner. SASE is a comprehensive system where 
filtering, pattern matching, and aggregation mechanism 
are performed using Non-deterministic Finite 
Automata (NFA) based query plan approach [28]. It 
fails to consider the uncertain data which possibly 
occurs in practical real-time streams. Later, efficient 
and commonly used online CEP system called as 
Cayuga that can process the large number of event 
streams based on complex patterns in user 
subscriptions is developed [12]. The complex event 
pattern queries are converted into event algebra using 
unary operators and binary operators. A formal query 
evaluation model called as NFA model is derived from 
the converted event algebra. In order to, achieve 
distributed event detection, a query plan based 
approach called as the next CEP system [22] is 
proposed with query rewriting and distribution. The 

next CEP system deploys a new expressive automaton 
based approach to perform distributed event detection.  
In order to, define the efficient pattern matching 
approach, a new query evaluation model is proposed to 
evaluate the pattern queries over a large number of 
incoming event streams [2]. In addition, a query plan is 
devised for the NFA model based on the compilation 
technique. This approach achieves high scalability and 
throughput. The disadvantage is the high computation 
required for unnecessary operations for complex event 
detection. 

2.3. Query Processing Schemes in Probabilistic 

Databases 

The aforementioned CEP systems perform the event 
processing only for a deterministic database. These 
systems do not address uncertain data. The 
methodology to manage uncertain data is addressed in 
[25]. In addition, a working system that incorporates 
data accuracy and lineage for uncertain database is 
presented. To handle uncertain data in CEP, an 
efficient uncertain CEP system called as Lahar is 
proposed to process the event streams from the 
uncertain or probabilistic database. Here, uncertain 
data are modelled as a Hidden Markov Model (HMM) 
[23] that infers the hidden readings from the RFID data 
streams. In addition, a query model is designed for 
complex queries using Cayuga event language with 
detection operators. An efficient query evaluation 
framework is proposed to process the queries 
effectively in a probabilistic or uncertain database [10]. 
It generates a large number of query results without 
quality. Therefore, ranking process is needed. The 
ranking process returns the query results with a high 
confidence score as the most probable Top-k answers 
based on the corresponding query, but the approach 
does not compute the exact probability score to 
determine the most suitable query results of high 
quality. In order to, address the drawbacks in the 
previous approach, an efficient Top-k query processing 
scheme is presented. Algorithms such as Uncertain 
Top-k query (U-Top-k) and Uncertain k-Rank query 
(U-kRank query) that extend the semantics of Top-k 
queries are developed. Furthermore, determining the 
number of tuples occurred in a state, a graph is 
constructed with the set of states according to space 
and time. It leads to a large search scope with 
exponentially increasing storage space [26]. In order 
to, overcome the problems of the existing approaches, 
novel polynomial algorithm is proposed based on the 
adopted x-relation model. But the existing approaches 
do not provide solution for the uncertain data streams 
continuously arriving from unreliable event sources. 
Therefore, the main focus of solution the proposed 
approach is to process the uncertain event streams 
based on the complex event pattern queries in a 
probabilistic framework [29].  
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3. A Probabilistic Model for Reasoning   

over Uncertainty in Rule based CEP  

To provide the event notification in a timely manner 
under uncertainty, a Probabilistic Complex Event 
Processing (PCEP) system is implemented in 
publish/subscribe middleware [8]. In the Figure 1, 
publishers and subscribers are connected in a 
distributive manner where the publisher advertises its 
events using the publish e operation; whereas the 
subscribers express their interests on an event in the 

form of subscriptions using subscribe β operation. In 
this approach, each subscription and each event are 
associated with the time interval. Therefore, the 
subscription and the associated events are considered 
as valid within that the specified time interval.    
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  Figure 1. PCEP publish/subscribe middleware system. 

The core part of the proposed approach is the PCEP. 
The incoming events are converted into the tuples 
suitable for the internal processing of the core. The 
CEP processor fetches the events from the incoming 
queue and processes the events based on the user 
subscriptions. The output events are derived by the 
processor. The derived output events are placed on the 
output queues. The proposed approach allows 
manipulating the queries on the fly. The following sub 
sections describe the description of the involved 
components. 

2.1.  Probabilistic Complex Event Processing 

The core of the approach is the uncertain or PCEP that 
consists of two components such as Efficient Generic 
Event Filtering (EGEF) and Probabilistic Event 
Sequence Prediction (PESP). After receiving the large 
number of incoming events, PCEP processor de-
serializes and processes the events based on user 
subscriptions. The PCEP is performed in two phases 
such as: EGEF and Probabilistic Event Sequence 
Prediction.  

2.1.1. Efficient Generic Event Filtering  

The EGEF is performed ahead of the event prediction 
to filter out the irrelevant events in order to achieve 
efficiency and scalability. EGEF is implemented in the 
publisher/subscriber model that performs matching 
among the large number of incoming events 

(publications) with the domain expert specified rules 
(subscriptions). Matching is performed in two steps as 
follows: First, cluster subscriptions are formed where 
in the user subscriptions are grouped into clusters and 
are mapped into their corresponding access predicates 
by setting the predicate bit vector into one. Second, the 
NFA matching is performed based on the Non-
Deterministic Finite Automaton-Heap (NFAh) query 
evaluation model between the large number of 
incoming events and user subscriptions. EF leads to the 
filtering out the irrelevant events at the early stage due 
to the efficient grouping of user subscriptions and the 
loading of common access predicates in each 
subscription group.  

2.1.2. Complex Event Pattern Subscription             

Language  

To provide a clear description of the user subscriptions 
in the form of event pattern queries, CEPSL is 
designed to model the uncertainties of the incoming 
event streams. It consists of three clauses named as 
SELECT, FROM and WITHIN. Among the three 
clauses, SELECT specifies the attributes required to 
select from the incoming event stream which may have 
either uncertain or certain attributes. Depending upon 
the specified attributes of the SELECT clause, two 
different variants of the FROM clause is declared. The 
FROM clause is the core part of the query that defines 
the stream expression to process a large number of 
incoming event streams. A stream expression is 
formulated in the form of predicates using the unary 
construct (filter) and two binary constructs called as 
(next and fold) [12]. These constructs perform the 
operation mentioned in the stream expression on the 
large number of incoming input stream and produces 
an output stream. A query to invest on a company for 
the product of a monotonic decrease of stock price less 
than 1,000 with volume of 5,000 is considered. Due to 
the decrease in stock price, the stock rebounds abruptly 
through increasing up to at least 7% in value. 
As represented in the Figure 2, the CEPSL queries 

for the business domain of stock monitoring for a stock 
ticker stream of schema Stock (name, price and 
volume) is considered. According to the required 
pattern for the stock monitoring, CEPSL query is 
constructed to monitor the incoming event data 
streams. The innermost expression is a filter that 
specifies the stream expression to filter out the values 
of certain attributes such as: Name, quantity and price. 
The fold construct specifies the two predicates with 
certain attributes such as Name=“MSFT” and 
Quantity=5,000 to filter out the events of MSFT 
product with a volume of 5,000. Finally, next construct 
finds the immediately next stock ticker event for the 
company. For uncertain attributes, FROM clause 
specifies the stream expression for the monotonic 
decrease of stock price [20]. The WITHIN clause 
outside the fold expression ensures that the monotonic 
price decrease has to last for at least 15minutes.  
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SELECT Company Name, Low Price, Price from Stock Ticker Stream 

RS=FROM FILTER {Category= “SOFTWARE”, DUR<15min} (Stock) from 
Stock Ticker Stream 
 FOLD {$2Name=$Name, No. of shares >1000, DUR< 15min} (Stock) 
 NEXT {$2Name = $1Name} (Stock) 
FROM FILTER {Price<1,000} (Stock) from RS 
 FOLD {Final Price<1.07*Low Price, DUR<15min} (Stock) 
  NEXT {$2Name = $1Name} (Stock) 
  WITHIN 15Min; 

Figure 2. CEPSL query for stock marketing. 

2.2. Query Plan based Approach 

Query plan based approach is deployed to manage and 
to extend the expressiveness of the high volume of user 
subscriptions. Here, user subscriptions are expressed as 
a CEPSL. Query compilation is used to convert the 
event pattern queries into the NFAh model based on a 
native sequence operators. It takes input as a query 
defined sequences from the large number of 
continuously arriving events that improve the 
flexibility of the query execution.  
 
3.2.1. Predicate based Subscription Grouping 

In order to, achieve scalability, complex queries of 
similar predicates are grouped into a cluster vector 
using the PBSG scheme. The cluster vector consists of 
‘n’ number of subscriptions that contains a set of 
similar predicates. Each cluster vector maintains a 
predicate array. The cluster vector is an n-dimensional 
array that places the number of predicates present in 
the set of subscriptions in the cluster. A set of 
predicates in the sub-queries are assigned as an access 
predicate of the corresponding cluster [14]. Therefore, 
each subscription clusters might be associated with 
more than one access predicates.  
  
3.2.2. Query Aware Partitioning 

Query aware partitioning is performed using 
row/column scaling. In event matching engine, user 
subscriptions are organized in the form of matrix p×q, 
where ‘p’ is the number of access predicates and ‘q’ is 
the number of state machines that is equal to the 
number of subscription groups formed from the user 
subscriptions. Furthermore, constructed NFAh 
automaton from each of the subscription group is 
loaded directly into the state machine. In order to, 
manage the large number of user subscriptions, the 
number of rows is replicated according to the 
increasing number of subscriptions [5]. 

3.3. Query Compilation  

The NFAh based event matching engine is to process 
the large number of incoming event sequences based 
on user subscriptions, which may be temporal or 
conditional queries. Here, event pattern queries are 
converted into a suitable query evaluation model called 
as a NFA model. A query compilation technique called 
as Automaton Intermediate Representation (AIR) is 
used to convert the defined event pattern CEPSL 

queries into a new form of automaton called as NFAh. 
The constructed automaton is loaded directly into the 
state machine to perform event matching.  

3.3.1. NFAh Automaton  

The NFAh model consists of four edges such as begin 
edge, forward edge, filter edge and a rebind edge 
where each edge deploys a heap memory to store the 
active instance which is satisfied in its current state. In 
NFAh, the forward edge is used to find the event using 
the filtering mechanism performed by the filter edge 
which filters the event using iteration operator. The 
access predicates are associated with each subscription 
groups at the edge of the automaton to perform 
matching.   
The top loop of the automaton has a filter edge that 

takes a conditional argument. A predicate called as a 
name in the first Fold construct of the CPESL query is 
shown in Figure 3. This edge allows an automaton 
instance of the event scheme of company-Microsoft 
denoted as ‘MSFT’ and skips over the instance of other 
companies [2]. The bottom loop of the automaton is 
called as a rebind edge ‘Q’ that is used to express the 
filter constructs of the CPESL Query.  

Name= MSFT Final Price >1.07* Low 

 
Price< 1000 Price >15min 

Figure 3. NFAh automaton for CEPSL query. 

3.3.2. NFAh based Event Matching Engine 

In NFAh pattern matching, the matching engine 
comprises of a set of state machines deployed with 
NFAh, where each edge is associated with a set of 
predicates the incoming events which traverse 
throughout the edge and reach the final state are 
considered as relevant events. The events, which are 
not traversed through the edges of the automaton, are 
filtered out as irrelevant events. Each state maintains 
the Active Instance Heap (AIH) to store the active 
instances of the event that trigger into the other 
transition state. If the incoming event reaches the 
accepting state of the NFAh, it constructs the event 
sequence as a Directed Acyclic Graph (DAG) that 
starts from the state, the most recent event that has 
been completed of the stack. Event sequences reaching 
the final state of the automaton are filtered as a 
relevant sequence of events [11].   

3.4. Probabilistic Event Sequence Prediction   

PESP as in Figure 4 is used to derive a stateful 
composite event sequences from the filtered relevant 
events sequence based on the probabilistic framework.  
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Figure 4. Efficient event sequence prediction paradigm. 

Here, event hierarchy is constructed in the form of 
graphical model called as a DPFRM [24] that 
computes joint probability distribution using the 
conditional probabilistic dependencies between the 
event sequences in accordance of the rules. In order to, 
reduce the large sample space, fuzzy logic is used to 
infer the semantic correlation between the event 
sequences using linguistic variables.   

3.4.1. Dynamic Probabilistic Fuzzy Relation Model 

A DPFRM is automatically constructed with a set of 
relevant event sequences and rules to represent the 
probability space in terms of the concept of 
individuals, their properties and relations between 
them [15]. Qualitative knowledge between the set of 
events and their variable interrelationships is 
represented graphically while quantitative knowledge 
of specific probabilities is represented as Conditional 
Probability Distribution (CPD). Figure 5 shows the 
DPFRM for the event sequences with a set of events 
E={e1, e2, ..., en} and each event ei is associated with a 
set of descriptive attributes and reference slots.  This 
model consists of a set of event classes with its 
associated attributes, and then, the arbitrary correlation 
between the event sequences is computed by the joint 
probability distribution [15].  

                       

Figure 5. Dynamic fuzzy probabilistic relational model. 

3.4.2. Probability Computation for Event Sequence                   

The constructed probabilistic model DFPRM is used to 
compute the joint probability distribution based on the 
conditional probabilistic independencies between the 
event sequences. The probability space is represented 

as triples {WT, ΩT, θT} where ‘WT’ is a set of possible 

worlds, ‘ΩT’ is an event history associated with each 

possible world and ‘θT’ is a probability measure of the 
possible world. The sample space of an event sequence 
‘E’ is represented as the conjunction of a set of 
possible events with its associated probability measure 
from the event history. The probability computation of 
the constructed event sequence is performed by the 
conditional probability dependence between the set of 
attributes associated with event ei. The CPD of the 
event sequence is computed as follows:  

P(ei /ei+1)=Π  P(ei / eΩi,Φi) 

Here, ‘Ωi’ is the set of parental nodes of’ ei’ and then 

‘Φi’ is the parameter vector associated with ‘ei’ The 
CPD of event sequence ‘E’ is determined using the 
probability distribution over the values of events ‘ei’ 
given each combination of values for its parents P(ei) 
[27]. More precisely, the Joint Distribution of the 
incoming event can be factorized into a product of the 
CPDs of all the uncertain attributes occurred in the 
event. 
 
3.4.3. Probabilistic Fuzzy Logic based Inference 

Engine    

In order to, formulate the combination of event 
sequences according to the computed probability of 
events with the reduced overhead, Probabilistic Fuzzy 
Logic (PFL) [21] is used to estimate the fuzzy 
linguistic variables from computed CPD in the large 
probability space. In order to, approximate the large 
sample space, fuzzy partitioning scheme partitions the 
sample space with a set of possible worlds into a 
certain number of predetermined membership 
functions as shown in Figure 6.  
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Figure 6. Fuzzy partitioning of large probability space. 

Each sample space is composed of ‘n’ number of 
membership functions that span the entire input or 
output sample space of a fuzzy inference system. The 
probability of each event sequence must be 1 which is 
the sum of the associated probability with all sets of 
events in it. A fuzzy set consists of a set of linguistic 
variables, which is defined by domain experts in the 
form of characteristic function called as a membership 
function. It is represented as µF:P(E)→[0, 1] and is 
used to define the certainty that element P(E) belong to 
the fuzzy set F. It is used to associate a degree of 
membership of each of the possible world in the 
sample space to the corresponding fuzzy set. A fuzzy 
set consists of five linguistic variables such as {very 
low, low, medium, high and very high}. 
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Figure 7 shows the PFL based inference engine that 
takes the probability of a combination of events as an 
input and generates the output of event sequences in 
order with a fuzzy value. It consists of three main 
components such as fuzzifier, rule base and inference 
engine. 

 

Figure 7.  PFL based inference engine. 

The fuzzifier is used to convert the input probability 
of the possible worlds (non fuzzy) of a sample space 
into a membership degree (fuzzy) with the help of 
membership function associated with each fuzzy set in 
the rule input space using normalization of maximum 
likelihood. The membership degree for the output set is 
computed from degrees of membership according to 
the relationships between input fuzzy values. 
Furthermore, a rule base defines the fuzzy rules 
provided by the domain experts of the system. The 
inference engine executes fuzzy logic inference to map 
the linguistic variable from the fuzzy sets based on the 
membership function in the rule base. The fuzzy values 
are assigned according to how well it matches with the 
membership degree of certainty belonging to the fuzzy 
set. It is a useful to reduce the sample space to derive 
the most probable event sequence approximately. 
Therefore, events with most priority fuzzy values are 
derived as a composite of event sequence. 

 

4. Performance Evaluation   

In this section, the proposed PCEP approach is 
implemented in the Publisher/subscriber model using 
Java Message Service (JMS) based subscription API 
and experiments are carried out based on streams of 
stock quote of l0,0000 events with one thousand stock 
symbols each. In this work, the proposed PCEP 
approach is implemented in stock marketing scenario 
to detect the relevant events from the large number of 
incoming events under uncertainty by running 
preliminary experiments. The two main goals of the 
performance evaluation are: To analyze the 
improvement in potential efficiency of query 
partitioning; and to evaluate the CEP performance 
when deploying multiple machines for event matching.  

4.1. Experimental Setup 

The generic application methodology is structured as a 
message oriented middleware with the set of software 
components to perform efficient event processing. 
These software components communicate through a 
messaging system called as JMS, which takes input as 
event instances from continuously arriving incoming 
events. The experiment is executed on Windows XP 

PC with 3.2GHz processor, 2GB of RAM and 512MB 
cache with the maximum Java heap size of 800 
Mbytes. It is implemented in open source Java 
EnterpriseEdition/ Netbean/ Glassfish/ JMS 
environment. The proposed approach is applied to 
trigger events in a real time application of stock market 
for a financial domain.  The performance of the 
proposed approach is tested using the event stream of 
10,000 incoming events that consist of 11 attributes, 
where six attributes are certain attributes such as the 
name of the company, product, category, volume, 
number of shares, timestamp). The remaining five 
attributes are uncertain attributes such as stock price, 
Price-to-Earnings ratio (P/E), Price-to-Sales Ratio 
(PSR), Return On Equity (ROE), Earnings Growth 
(EG) and Debt-to-Asset ratio (D/A). In order to, trigger 
relevant events as per user subscriptions; it takes 500 
user subscriptions which are subscribed by users (stock 
trader and stock investor).  

4.2. Experimental Results  

4.2.1. Throughput of Proposed CEP Scheme 

Throughput of the CEP scheme is defined as the 
number of events processed for a second by the 
processor. In existing systems, heavy workload occurs 
because the only one processing engine is available to 
manage the incoming events. 

• Effect of Varying Number of State Machines in 

Throughput: The performance of the proposed 
scheme is smooth even for the large number of 
queries, whereas in distributed Cayuga approach, 
the throughput is reduced at the starting stage of 
queries because the filtering is not performed in the 
case of a large number of incoming events. Figure 8 
depicts that the proposed   uncertain CEP with 10 
state machines achieves high throughput. It also, 
shows that an increasing number of queries affect 
the number of state machines.   
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Figure 8. Throughput as a function of varying number of state 
machines. 

From the graph, it can be found that both distributed 
Cayuga and PCEP systems can handle high event input 
rates, in the order of tens of thousands of events per 
second. Existing distributed Cayuga starts to drop input 
events at a rate of 60,000 events per second with 
maximum throughput. The proposed PCEP can handle 

 

Rule Base 

 

Fuzzifier 

 

 

Inference 
Engine 

P(e1, e2, e3, …, en) Space 
Reducer 

Linguistic  

Variables 



264                                                          The International Arab Journal of Information Technology VOL. 13, NO. 2, March 2016                                                                                          

 

 

up to 90,000 events per second. In this perspective, the 
proposed PCEP outperforms existing distributed 
Cayuga in all scenarios. It can be noticed that the 
throughput of the proposed system is appreciable even 
for the large number of incoming events. In the case of 
distributed Cayuga, the throughput starts decreasing 
after the 30,000 (events/sec). 

• Effect of Varying Size of NFAh Length in 

Throughput: In NFAh based event matching, the 
size of the NFAh automaton gradually grows 
according to the increasing number of queries that 
may reflect on the number of state transitions 
required. The throughput of the system is affected 
by three parameters such as: The number of state 
transitions required to process each event, the 
number of predicates on the state of the automaton 
needed to evaluate the queries and the memory 
requirements to store the NFA automaton. The 
proposed approach deploys a query aware 
partitioning with the help of a predicate based 
subscription grouping that manages similar sub-
queries among the different queries in the 
subscription cluster. It clearly eliminates the 
redundant states even under the large number of 
queries and also achieves faster execution with high 
throughput.      

Figure 9 shows how throughput of the proposed 
PCEP declines as the number of states of the 
automaton increase. The proposed approach manages 
the throughput approximately 90,000 (events/sec) with 
the sequence length of 3 states, but it gradually 
decreases into 40,000 (events/sec), when the sequence 
length of the automaton increases from 3 to 10. Thus, 
throughput declines approximately 40% each time 
when the NFA size doubles, it assures that the number 
of states in the automaton is appropriately constructed 
by query aware partitioning and PBSG approach. 
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Figure 9.  Throughput as a function of NFA length. 

• Effect of Varying Possible World Space in 

Throughput: In the proposed approach, PFL based 
inference is used to derive the most probable event 
sequence approximately with reduced sample 
space. In existing probabilistic based inference, 
probability sample space consisting of a large 
number of possible worlds of event sequences is 
defined by the EID at a time ‘t1’. Therefore, the 

difference set of possible world will be available at 
a different time points: ‘t2’ and ‘t3’. So, the 
probability sample space may vary according to 
the time. All the same, it is difficult to perform the 
probabilistic inference on the large number of 
possible worlds of the sample space.  

Figure 11 shows how throughput of the proposed 
PCEP approach that deploys a PFL inference that 
achieves high throughput (events/sec) even under the 
large number of incoming events because of reduced 
sample space. On the contrary, existing probabilistic 
inference based approach, throughput declines as the 
number of possible world increase. 
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Figure 11. Throughput as a function of probability space. 

4.3. Scalability of Proposed PCEP Scheme 

Scalability is the unified performance metric that is 
effectively magnified with respect to average 
processing time, throughput and workload. The 
proposed approach deploys an efficient event filtering 
approach. It achieves high scalability due to the 
filtering of irrelevant results. Figure 12 depicts that the 
scalability of the proposed scheme with filtering is 
significantly enhanced better than distributed Cayuga 
scheme. Scalability of the distributed Cayuga scheme 
is maintained around 60-70% because it incurs less 
throughput and high average processing time for the 
large number of incoming events.   
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Figure 12. Scalability of PCEP with and without filtering. 

5. Conclusions  

In this paper, a probabilistic framework named as 
PCEP is proposed. PCEP performs complex event 
detection even in the presence of uncertain data, while 
at the same time offers a declarative language CPESL 
to express the event pattern queries over uncertainty. 

 

 

2
36
 PW's

2
28
 PW,s

2
16
 PW's

PFL



Probabilistic and Fuzzy Logic based Event Processing for Effective Business Intelligence                                                       265 
 

 
 

This PCEP approach is implemented in two phases 
such as EGEF and probabilistic event sequence 
prediction paradigm. The EGEF is an event filtering 
approach and is a pre-processing system that filters out 
the relevant events based on user subscriptions in order 
to manage the arrival of a large number of incoming 
events. A subscription language CEPSL is presented. 
CEPSL combines elements from Cayuga and CLUES 
to define the uncertainty. Furthermore, the NFAh based 
query evaluation approach performs event matching 
that allows subscriptions to filter the relevant events 
from the large number of incoming events.The  
performance of the system for  heterogeneous types of 
events  containing textual, visual as well as aural 
contents can also be considered as future enhancement 
[3]. 
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