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Abstract: Group recommendation, which provides a group of users with information items, has become increasingly im-

portant in both the workspace and people’s social activities. Because users change their preferences or interests over time, the 

dynamics and diversity of group members is a challenging problem for group recommendation. In this article, we introduce a 

novel group recommendation method via fusing the modified collaborative filtering methodology with the temporal factor in 

order to, solve the dynamics problem. Meanwhile, we also put forward a new method of eliminating sparse problem so as to 

improve the accuracy of recommendation. We have tested our method in the music recommendation domain. Experimental 

results indicate the proposed group recommender method provides better performance than an original method and gRecs. 

The result of efficiency and scalability test also shows our method is usable. 
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1. Introduction 

Recommender system, which attempts to provide some 
useful information items (news, books, movies, music, 
etc.,) that the user is expecting to find [1, 10, 11, 12, 13, 
18, 37] is one of the most popular research fields. At 
present, the large majority of recommendation 
algorithms were designed for individuals [16, 19, 30]. 
However, there are cases in which many of the items 
that can be recommended by recommender systems are 
usually intended for group usage rather than 
individuals. For example, a group of friends are 
planning an activity together such as: Finding a 
restaurant, visiting a tourist attraction, watching a 
movie, selecting a holiday destination and so on. 
Therefore, group recommender systems, which suggest 
the items to a group of people engaged in the activity, 
have become increasingly important. 

Some research works have been carried on to obtain 
better recommendation results for a group of users [6, 
14, 20]. Group recommendation has been applied to 
different domains such as: News pages, music, tourism 
and TV program and movies [15, 26, 27, 28, 33, 35]. 
In the literatures, group recommendation methods are 
classified into: Aggregating strategy, which merges the 
user’s individual preference recommendation into the 
recommendation for the whole group; group model, 
which aggregates user’s individual preference model 
into a group preference model [7].  

Most of the studies on group recommendations 
focus on group formation and evolution, privacy 
concerns and interfaces for supporting group 
recommendations. Masthoff researched how humans 
select a sequence of items for a group to watch, based 
on data about the individual’s preferences, investigated  

how satisfied people believe they would be with 
sequences chosen by different strategies, and how their 
satisfaction corresponds with that predicted by a 
number of satisfaction functions and explored the 
influence viewing an item can have on the ratings of 
other items [25]. Jameson and Smyth [20] selected 
content with high average scores and low standard 
deviation to satisfy the group. Boratto et al. [8] 
proposed a group recommendation algorithm, based on 
user’s preferences, that detects communities of similar 
users and predicts group preferences. Experimental 
results show that the quality of the recommendations 
generated by their algorithm improves linearly with the 
number of communities created. Kim et al. [21] they 
provided a two-step approach: First, recommendations 
for groups are generated and then items are filtered to 
increase the individual user satisfaction. Ntoutsi et al. 
[31] they presented an extensive model to exploit 
recommendations for items in the group 
recommendation system. They did not exhaustively 
search for similar users in the whole user base, but they 
pre-partitioned users into clusters of similar ones and 
used the cluster members for recommendations. 
Ntoutsi et al. [32] they showed gRecs, a system for 
group recommendations that follow a collaborative 
strategy. By partitioning users into clusters of similar 
ones, recommendations for users are produced with 
respect to the preference of their cluster members 
without extensively searching for similar users in the 
whole user base. In this work, we consider gRecs, 
which has been shown effective for group 
recommendations, as a baseline method in order to 
verify the effectiveness of our proposed method. 

However, most existing approaches focus on 
recommending items of potential interest to a group of 



Dynamic Group Recommendation with Modified Collaborative Filtering and Temporal Factor                                              295 

 

 

users, without taking into consideration how temporal 
information influences the recommendations. In this 
paper, we argue that time-aware recommendations 
need to be pushed in the foreground. We propose a 
novel group recommendation method that combines 
the aggregating strategy with the temporal factor. The 
contributions we make in this paper are as follows:  

1. A novel method of eliminating sparsity. We present 
a novel method of alleviating sparse problem to 
improve the group recommendation accuracy.  

2. A novel strategy measuring the user similarity. 
Because users change their preferences or interests 
over time, to capture user’s preferences or interests 
in time, we propose a novel strategy measuring the 
user similarity by considering a time function which 
describes user’s dynamic behaviours.  

3. Group recommendation architecture. We put 
forward a merging architecture to extend the 
aggregating strategy utilizing the eliminating 
sparsity method and the strategy considering the 
time function for enhancing the group 
recommendation performance.  

The rest of the paper is organized as follows: Section 2 
provides an overview of related work, section 3 
describes our group recommendation system 
architecture in detail, section 4 shows our group 
recommendation strategies and section 5 provides 
experimental evaluations of the proposed algorithm 
and compares our algorithm with state-of-the-art 
methods. Finally, we make some conclusions in 
section 6. 

2. Related Works 

A group recommendation system suggests items to a 
group of people engaged in a group activity. The 
challenges associated with this simple statement deal 
with, considering how to record and combine the 
preferences of many different users as they engage in 
simultaneous recommendation dialogs. There have 
been relatively a number of studies on group 
recommendation systems so far [5, 34]. 

Gartrell et al. [17] studied the key group 
characteristics that impact group decisions and 
proposed a group consensus function that captures the 
social, expertise and interest dissimilarity among group 
members. Furthermore, they presented a generic 
framework that can automatically analyze various 
group characteristics and generate the corresponding 
group consensus function. Recio-Garcia et al. [36] 
described a group recommender system that takes into 
account the personality types for the group members. 
In [38] based on the power balance map and the 
behavioural tendency of each group, Seko et al. [38] 
proposed an algorithm to recommend appropriate and 
novel content to groups of people. 

However, in the case of group recommender 
systems only a few have been designed by considering 

the temporal factor as of now. Backstrom et al. [3] 
examined snapshots of group membership in Live 
Journal and presented models for the growth of user 
groups over time. They focused on that the overlaps 
among pairs of communities change over time. 
Stefanidis et al. [39] studied different semantics to 
exploit the time information associated with user 
preferences to improve the accuracy of 
recommendations. They considered various types of 
time effects and thus, proposed different time-aware 
recommendation models. In this work, we also model 
user’s dynamic preferences over time to enhance the 
accuracy of group recommendations. But our approach 
is different theirs. To construct user’s significant 
dynamic features, such as: User’s mood, user’s rating 
style et al., we show a user cloud similarity measure 
with temporal factors. 

3. The Group Recommendation System 

Architecture 

In this section, we describe the proposed group 
recommendation architecture in detail. 

3.1. Notations Definitions 

Assume a set of users U={u1, u2, ..., un} and a set of 
items I={i1, i2, ..., im} (e.g., music, TV programs, 
books, etc.,) in a recommendation system. Each user 
uU may express a preference for an item iI, 
Rateu(u, i). Meanwhile, each user uU possesses a set 
of friends or neighbors FuU. For the items unrated 
by the users, the rating is set to ┴. We estimate a 
predicted rating, denoted as PreRate(u, i), where uU 
and iI. To do this, a recommendation strategy with 
eliminating sparsity is invoked in section 3.2.1. 

We further denote a group G, which is made up of 
two or more people who interact with each other. Here, 
GU and d=|G| is defined as the number of members 
in G. For instance, if a group is composed of users u1, 
u2, u3, then it can be defined as G={u1, u2, u3} and 
d=|G|=3. Let RateG(G, i) denote the rating for item i 
given by group G. Let t=1, 2, ..., denote a series of 
times when the items are recommended. 

 
3.2. Influencing Factors 

In the proposed group recommendation architecture, 
three influencing factors are considered: Sparsity, 
timeliness and dynamics. 

Sparsity because the cardinality of the items set I is 
usually high and typically users rate only a few of 
these items, the user-item matrix is very sparse. This 
sparse factor will lead to worse recommendation 
results. In order to, obtain the recommendation results 
users are satisfied with, the sparse problem should be 
addressed in section 3.2.1. 

Timeliness nowadays, huge quantities of 
information emerge every second. An item’s 
popularity may change over time and users also, 
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change their preferences or interests over time. In order 
to, capture user’s preferences or interests in time, we 
need model user’s preferences or interests utilizing a 
time function in section 3.2.2. 

Dynamics with the user changing their preferences 
or interests, the user similarity also changes over time, 
which gives rise to the group dynamics. Thus, the 
method modeling dynamics should be taken into 
accounts so, as to achieve the precise and novel 
recommendation results in section 3.2.2. 

3.2.1. Eliminating Sparsity 

We present the fusion method measuring the user 
similarity, SimCC based on the collaborative filtering 
methodology and cloud model. 
 
3.2.1.1. Cloud Model 

Cloud model is an uncertainty transforming model 
between a qualitative concept and quantitative 
numerical values [10, 23].  

• Definition 1. Cloud Model: Let V be a universal set 
described by a precise number and C be the 
qualitative related to V. If there is a number xV, 
which randomly realizes the concept C and the 
certainty degree x for C, i.e., µ(x) [0, 1] is a 
random value with stable tendency. 

 : [0,1], , ( )U x U x xµ ∈ µ→ ∀ →  

Then, the distribution of x on V is defined as a cloud 
C(x) and x is defined as a cloud drop. The certainty 
degree µ also refers as a membership grade. 

Cloud model describes a specific concept using 
Expectation (Ex), Entropy (En) and Hype-entropy (He). 
Ex expresses the point that is the most representative of 
the qualitative concept and it is the most classical 
sample while quantifying the concept. En represents a 
granularity of a concept which could be measured (the 
larger of En, the larger of the granularity, the concept is 
more macro). It reflects the range of the domain space 
which could be accepted by the specific concept and 
can be used to express the relationship between 
randomness and fuzziness. He is the uncertain 
measurement of entropy, i.e., the second-order entropy 
of the entropy. Vector v=(Ex, En, He) is the eigenvector 
of a cloud. To get the cloud characteristic vector v of a 
user, we need a Backward Cloud Generator (BCG) 
Algorithm 1. The representation of a cloud is shown in 
Figure 1. 

Algorithm 1: BCG (x1, ..., xn). 

Input: Samples x1, ..., xn 

Output: (Ex, En, He) representing  the qualitative concept  

Step 1: Calculate the mean and variance of xi, i.e.,  
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     Figure 1. A cloud with Ex=0, En=3, He=0.3, n=10000. 

In this paper, the characteristic vector v=(Ex, En, He) 
of a user cloud, is generated using the BCG and then, 
the similarity between users is obtained via calculating 
the cosine-based similarity of v. 

• Definition 2. User Cloud Similarity: Let vector 
v=(Ex, En, He) denote the cloud of a user u then the 
similarity UCSim (ui, uj) between user ui and uj is: 

          
 

 , ,
|| |||| ||

( ) ( ) i j

i j i j

i j

v v
UCSim u u cos v v

v v
= =  

Considering that the data set used in this paper is 
sparse, we choose cosine-based similarity to compute 
the user cloud similarity. The k most similar users of a 
target user can be selected by using this method 
measuring the user similarity. 

3.2.1.2. Eliminating Sparsity Method 

To avoid the sparsity problem of datasets, we usually 
estimate a relevance rating of an item for a user. In 
general, the estimation methods are categorized into: 
Content-based methods that recommend items similar 
to those the user has preferred in the past [29], 
collaborative filtering methods that recommend items 
that similar user have liked in the past [2] and hybrid 
methods that combine content-based and collaborative 
ones [4]. Our work falls into the collaborative filtering 
category. The collaborative filtering method is only to 
use preferences of other users that exhibit the most 
similar behavior to a given user in order to, generate 
relevance ratings for unrated items, but it omits other 
significant dynamic features (e.g., user’s mood, user’s 
rating style, item’s popularity, etc.,). In order to, 
qualitatively represent these dynamic features, we 
model them utilizing the cloud characteristic vector v 
and calculate the vector similarity using the UCSim(ui, 
uj) function. 

In this paper, we propose a novel similarity strategy, 
which is used to locate similar users via fusing the 

(1)
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collaborative filtering method with the user cloud 
similarity.  

• Definition 3. Fusion Strategy: Let α, β>0, α+β=1. 
The similarity SimCC(ui, uj) between user ui and uj is: 

        ( , ) ( , ) ( , )i j i j i jSimCC u u Sim u u UCSim u uα β= +  

Here, Sim(ui, uj) is defined using the collaborative 
filtering method [2]. Although, more sophisticated 
functions can be designed, the weighted summation of 
the collaborative filtering similarity and the user’s 
cloud similarity is simple and intuitive. We set α=0.8 

and β=0.2 by cross validation. Meanwhile, we note 
that the collaborative filtering method maps to the case 
where α=1.0. Thus, to estimate the precise preference 
of an item recommendation for a user, we propose a 
predicted rating function leveraging the fusion 
strategy. 

• Definition 4. Rating Function: The predicted rating 
of an item iI for a user uiU with friends or 
neighbours Fu is: 

 ( , )

 ( , )

,( () ,

( ,
,

)

)
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j j
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j j

i j j

i

i j
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∑
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3.2.2. Timeliness and Dynamics 

Time is a kind of important context information, which 
effect users’ interests. Generally, major temporal 
effects included within the baseline predictors are 
categorized into: An item’s popularity may change 
over time. For example, movies can go in and out of 
popularity as triggered by external events such as the 
appearance of an actor in a new movie. Users may 
change their baseline ratings over time. For example, a 
user who tended to rate an average movie “4 stars”, 
may now rate such a movie “3 stars”. This may reflect 
several factors including a natural drift in a user’s 
rating scale, the fact that ratings are given in 
relationship to other ratings that were given recently 
and also the fact that the identity of the raters within a 
household can change over time. In this paper, we 
construct a temporal influence function based on the 
latter. 

In our method, we take the f(∆t) as a function of 
time delay. Thus, we can model user’s dynamic 
preferences over time by introducing f(∆t). 

• Definition 5. Time Delay Function: Let tui denote 
the time when a user uU expresses a preference 
for an item iI. ∆t represents the time gap when 
different users express a preference for the same 
item. The function of time delay is: 

                               ( ) 1
 

1
f t

tγ
∆ =

+ ∆
 

Here, ∆t=|tui-tvj|, u, vU. γ is a parameter of time 
delay, which depends on the recommendations. In 

other words, the more quickly the user’s interest 
changes, the smaller the value of f(∆t) is and when the 
value of f(∆t) is smaller, it indicates the time gap when 
different users express a preference for the same item 
is larger. 

We use Fu to denote a set of the most similar users 
for a user u. We refer to such users as the friends or 
neighbors of u. 

• Definition 6. Generating Group: In order to, obtain 
Fu, we need define the dynamic similarity DSim(ui, 
uj) between users over time. The friends or 
neighbors Fu is formalized using the following 
similarity: 

              
, ,

 
, , /
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i j j u

u
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F
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δ ∈
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= 

< ∀
 

Here, DSim(ui, uj)= SimCC(ui, uj) f(∆t) andδ is a impact 
factor which controls the intimate degree among Fu. 
 

3.3. Group Recommendation System 

Architecture 

In this section, we describe the main components of 
our group recommendation system architecture. A high 
level representation is depicted in Figure 2. Given a set 
of users, we first generate a group of users via locating 
the friends or neighbors of each user in the data set. 
Friend’s or neighbour’s preferences are employed for 
estimating personal recommendations, while in turn, 
personal recommendations are aggregated into 
recommendations for the whole group using group 
recommendation strategy. The group recommendation 
strategy will be introduced in the next section. 

 

Figure 2. Group recommendation system architecture. 

4. Group Recommendation Strategies 

In this work, we first compute the personal scores for 
the unrated items for each user in the group and then, 
based on these personal scores, we compute the 
aggregated scores for the group. 

• Definition 7. Group Rating: Given a group of users 
G, GU, the group rating of an item iI for G is: 

     ( , )( , ) ( , )( )G u U and Rate u i F j
j j u

Rate G i AggreRate GroupRate u i∈ ≠⊥=  

Here, GroupRateFu(uj, i) is a specific group 
recommendation strategy and Aggregate is an 
aggregation function of the group recommendation 
strategies. 

So far, a variety of group decision strategies have 
been designed. One of the critical goals of the group 
recommendation is to compute a recommendation 
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score for each item to reflect the preferences or 
interests of all the group members. Generally, group 
members can not have the same tastes or ratings for 
each item. It is important to devise how a group of 
individuals reach a consensus. In this work, we adopt 
the three most common group decision strategies [7] 
including average without misery strategy, most 
pleasure strategy and least misery strategy. 

Average without misery strategy, this strategy 
assumes the equal importance among all group 
members and computes the average score of any item 
rated by the whole group. So, the group rating for item 
i is computed as follows: 

             
1

( )( , ) )

 
 

(

,

, )

(F j u j
u j

d

u jj j

GroupRate u i average Rate u i

Rate u i

d

=

=

∑
=

             

Most pleasure strategy. This strategy supports that a 
group may choose to rate an item i  using the highest 
rating among all group members. Therefore, items get 
selected based on their rating on that list, the higher the 
sooner: 

                , ( , )( ) ( )F j u j
u j

GroupRate u i max Rate u i=  

Least misery strategy, this strategy expresses that the 
group rating for item i is equal to the smallest predicted 
rating for among the group members. Formally: 

                , ( , )( ) ( )F j u j
u j

GroupRate u i min Rate u i=  

5. Experiments 

5.1. Experimental Setup 

In order to, verify the quality of the recommendation, 
our algorithm was tested using 1K Last.fm dataset [22] 
which is widely used to evaluate the recommendation 
algorithm. This dataset represents the full listening 
history (till May, 5th 2009) for nearly 1,000 users. To 
evaluate the predicted performance of our algorithm, 
around 10% of the ratings were extracted as a probe 
test set and the rest of the dataset was used as a training 
set for the algorithm.  

In the experimental evaluation, we measure the 
effectiveness of the proposed group recommendation 
strategies on the baisis of Root Mean Squared Error 
(RMSE) [8] Appropriate Precision (AP) [9, 38] and 
normalized Discounted Cumulative Gain (nDCG) [24]. 

The RMSE can measure the quality of the predicted 
rating. This metric compares the probe test set with the 
predicted ratings. RMSE is defined by Equation 10: 

            0
( ( , ) ( , ))

 

n

ui
PreRate u i Rate u i

RMSE
n

=
−∑=  

Where n is the number of ratings available in the test 
set.  

AP can measure the accuracy with which the 
appropriate items are recommended to the subject 

groups. AP is the percentage of the recommended 
appropriate items from among all recommended items. 
The formula is shown as follows: 

                                   
R A

AP
R

∩
=  

Where R is a set of all recommended items and A is a 
set of the recommended appropriate items. 

nDCG is commonly used in information retrieval to 
measure the search engine’s performance. The higher 
nDCG is the better a ranking results list is. nDCG is 
defined by Equation 12: 

      1
2 2

@
@ , @

@

k
i

ii

relDCG k
nDCG k DCG k rel

IDCG k log=

= = + ∑  

Where nDCG@k measures the relevance of top k 

results, IDCG@k is the DCG@k value of ideal ranking 
list is a relevance value. 

We select two baseline methods: An original 
method which does not consider the sparse problem 
and the temporal factor and gRecs which designs the 
group recommendation strategy via partitioning users 
into clusters of similar ones [32]. In next section, we 
will compare these two baselines with our presented 
group recommendation strategies. 

5.2. Experimental Results and Analysis 

In Figure 3-a, the horizontal axis plots the group size, 
and the vertical axis plots the value of RMSE. From 
Figure 3-a, we can see that the predictions obtained by 
our proposed methods are significantly superior to the 
original method. Computing the average improvement 
of the best reported strategy (min or max), we obtain a 
mean value of 35.7%. Meanwhile, we can observe that 
the proposed methods (α=1) are closely approximate to 
gRecs and the proposed methods (α=0.8, β=0.2) 
outperform gRecs. Computing the average 
improvement of the best reported strategy (min or 
max), we obtain a mean value of 11.8%. The possible 
reason for these is that our proposed group 
recommendation method not only captures the 
individual preference of the group members, but also 
extracts other key factors, such as: Timeliness and 
dynamics, in the group decision strategy. 

In addition, we can notice that, with the query group 
size d increasing, the prediction accuracy decreases. 
The explanation for this is that the group 
recommendations rely on a more diverse set of users 
and personal values. Here, we find an interesting 
result: When the group sizes are small and medium, 
Dsim (α=0.8, β=0.2)+max method outperforms Dsim 

(α=0.8, β=0.2)+min whereas, for the large group sizes, 
Dsim (α=0.8, β=0.2)+min is the winner in most of the 
cases. The performance of Dsim (α=0.8, 
β=0.2)+average can be observed to be in between. 

In Figure 3-b, the horizontal axis plots the group 
size and the vertical axis plots the value of AP. We 

(7)

(8)

(9)
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analyzed the behavior of baselines and our proposed 
algorithms when steadily increasing group size d. The 
results demonstrate that our proposed methods 
significantly outperform the original method. At the 
same time, we can notice that the proposed methods 
(α=1) are closely approximate to gRecs and the 
proposed methods (α=0.8, β=0.2) exceed gRecs. The 
explanation for this is similar to ones for Figure 3-a. 
Because of the space limit, the similar analysis is 
shown in Figure 3-c. 

R
M

SE
 

 
     Group Size 

a) RMSE (δ=0.3). 

R
M

SE
 

   Group Size 

b) Appropriate precision (δ= 0.5). 

R
M

SE
 

     Group Size 

c) nDCG@10, δ= 0.7. 

Figure 3. Results of the proposed metrics with some state-of-art 
group recommender algorithms and our presented methods. 

 
6. Conclusions 

In this work, a novel efficient framework was 
presented to recommend items for a group of members 
by combing the collaborative filtering methodology 
with the temporal factor. We established that the 
dynamic similarity function between group members 
impacts both quality and efficiency and can be 
exploited to increase the effectiveness of group 
recommendations. Experimental results show that the 
proposed method can provide reasonable and high 
quality group recommendations according to some 
metrics discussed in section 5.1. 

In the future, we intend to extend our work in the 
following three directions. Firstly, we will attempt to 
construct the similarity strategy further using more 
useful features, such as the spatial factor etc. Secondly, 
we will intend to apply the proposed recommendation 
method to other services like movies. Finally, we will 
select more state-of-the-art group recommender 
algorithms to verify the effectiveness of our presented 
method. 
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