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Abstract: The widespread use of the Internet signals the need for a better understanding of trust as a basis for 
secure on-line interaction. In this paper we provide and discuss existing works on trust management models in the 
area of Multi Agent Systems and highlight the shortcomings. Our proposed model is not presented as the final 
solution to the issue. This new model will have a mechanism that allows agents to manage trust not by just one way 
but a few combinations of different types of trust in different situations. The proposed model is concerned with the 
general notion of trust, one that goes beyond cryptographic protocols. Findings from this paper can be used for 
future research work in the area of trust in Multi Agent Systems and to address further the importance of trust 
management on the Internet. 
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1. Introduction 
Internet services are increasingly being used in daily 
life for electronic commerce, web-based access to 
information and inter-personal interactions via 
electronic mail rather than voice or face-to-face, but 
there is still major concern about the trustworthiness of 
these services. There are no accepted techniques or 
tools for specification and reasoning about the trust 
[12]. The concept of trust may seem a little unusual to 
suggest for computers; it is thus worthwhile to put 
forward some reasons why it may prove useful. 
Implicit in the notion of distributed artificial 
intelligence is the concept of decentralization. Since 
decentralization implies a lack of central control, and 
with it lack of guidance in the right direction, it 
becomes necessary, in order to carry through 
successful interactions with other agents, to develop 
some judgement as to the worth of these interaction 
and the risk associated with them [22]. 

Software agents are increasingly being required to 
make decisions and act locally, but also operate in the 
context of a “global” multi-agent society. As these 
agents become fully autonomous they become forced 
to make decisions about when and when not to engage 
(for instance to request information, to delegate 
important tasks or to trade) with or trust other Agents. 
They must rely on beliefs and knowledge about those 
other Agents in the society. This reliance on beliefs 
forms the basis trust relationship between intentional 
entities [33]. Well known techniques to ensure that 
something is ‘trusted’ have been developed and 
strengthened, and these techniques include 
cryptographic algorithms, authentication protocols, and 
access control [2]. These methods  cannot  manage  the  

 
more general concept of ‘trustworthiness’ and are 
currently lacking the complementary tool for managing 
trust effectively [3]. It is the aim of this research, to 
create a new trust management model through a hybrid 
approach that more comprehensively and realistically 
deals with the problem of trust, with particular 
emphasis on the specification and analysis of trust 
relationships. 

We will continue in section 2 by clarifying our 
concept of trust, agent, multi agent systems. Section 3 
will discuss previous work done. Section 4 will be on 
the justification for an hybrid approach and we provide 
an outline of our approach. The last section will be the 
summary, conclusion and future work of this research. 
 
2. Research Methodology 
In this section, we will discuss about the research 
process/flow that was used carried out to formulate the 
problem and come out with the initial solution in the 
form of a new trust management model. Figure 1 
below, shows the research process flow practiced, 
which is systematic in the sense that it follows certain 
steps that are logical in order. 
 
2.1. Problem Formulation 
The main objective of the problem formulation phase 
is to focus on a subject for research [15]. For this 
purpose the subdividing approach has been used 
formulate the research problem. This approach divides 
the general area of research into progressively small 
units, subdividing it until one reaches a subject that is 
of interest and specific. The first phase is to identify 
the broad research area, which started from the interest 
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in the issue of “trust” on the Internet. Through 
preliminary literature review relevant literature were 
obtained. The preliminary studies showed that one of 
the main issues that has been highlighted was trust 
among agents and focused more on multi-agent 
system. Research works on the issue of trust in MAS 
were identified to understand the background of this 
issue. From that, the scope of the research was scaled 
down to the management of trust in MAS.  An 
overview for the background of the problem definition 
was formulated from preliminary literature review. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.2. Theoretical Frame Work  

At this stage focused and specific research has begun. 
Search for a new approach on the issue was carried 
out. Finally it was decided that a new trust 
management model would be designed using an hybrid 
approach. The initial result obtained from this research 
was used to formulate and design a new trust 
management model that combines elements form other 
existing models to form an improved version. This 
paper is basically only based on the model formulation. 
The next level, which consists of the simulation 
development and analysis of result will, not be 
discussed and kept for future work. Currently this 
phase is ongoing. 
 
3. Background 
This section will discuss the important terms involved 
in this paper and also discuss previous  work  done  in  
this area. 
 

3.1. Trust 

Trust is a vast topic that incorporates trust 
establishment, trust management, and security 
concerns. Trust within entities is an extremely complex 
and dynamic phenomenon [24]. The lack of consensus 
with regards to trust has led authors to use the terms 
trust, authorization, and authentication 
interchangeably. The outcome of a trust decision is 
based on many things such as the trustor’s propensity 
to trust, and its beliefs and past experiences relating to 
the trustee. For this paper, the term trust will be based 
on the definition by Tyrone Grandison that states [13]: 
“Trust is the f irm belief in the competence of an entity 
to act dependably, securely, and reliably within a 
specified context” (assuming dependability covers 
reliability and timeliness). 

The earliest work on trust focused on individuals 
and used a psychological perspective [23]. From the 
research done on trust, we categorized it into three 
main elements that consist of objective trust, subjective 
trust and reputation.  

In [10], Greck defines objective trust in the term 
“trust is a coherent collective agreement” -- which 
means that there is a collective equivalence on what is 
believed to be true and valid, oftentimes confusing 
trust with authorization or license”. In general, trust 
can be seen as a form of absolute reliability in the 
subject of trust. This form is known as objective trust 
and is similar to the trust that we have in institutions or 
uniforms. Objective trust is the one based for example 
on the reliability of a system [8]. This type of trust is 
the natural tendency of individuals, based on their 
attitudes, personality and previous experiences, to trust 
other people. 

In [10], Greck defines subjective trust in term "trust 
is what you know you know you know" -- you know, 
can recall at will and know how to use”. Subjective 
trust is the mental state that influences the behaviour of 
an individual and is mediated by the specific nature of 
the transaction. Subjective trust, depends on the 
moment in time and the experiences accumulated 
between the truster and the subject of its trust. This 
form of trust presents an evolution over time called the 
dynamics of trust [16]. The agent to be either a trust-
negative experience or a trust-positive one interprets 
each event that can influence the degree of trust. 
Although trust is something that is subjective belief, 
but as with real life, “reputation is important, but no 
substitute for experience” [20]. 

Some trusts are based on reputation of a particular 
agent. As what Misztal [25] says in his work, 
“[Reputation] helps us to manage the complexity of 
social life by singling out trustworthy people – in 
whose interest it is to meet promises”. According to 
Abdul-Rahman et al [1], reputational information is 
important in making effective and informed trust 
decisions. He defines reputation as an expectation 
about an agent’s behaviour based on information about 
or observations of its past behaviour. The definition of 
reputation for this paper will be based on Ostrom’s 

Figure 1. Research process flow [15]. 
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[26] work that states:  “Reputation is the perception 
that an agent creates through past actions about its 
intentions and norms.” 
 
3.2. Trust Management 
In [12], trust management is defined as: 
 “The activity of collecting, codifying, analyzing and 
presenting evidence relating to competence, honesty, 
security or dependability with the purpose of making 
assessments and decisions regarding trust 
relationships for Internet applications”. 
The definition above will be used for the purpose of 
this paper. This paper is not focused on Internet 
applications alone, which is mentioned in the definition 
but more on a general approach. Although this is the 
case, the definition also specifies the need to collect 
(recommendation and objective trust) and analyze to 
make decisions on trusting an entity. This is an 
important element in our approach. Trust can form an 
important factor in decision-making [5, 18, 21].  Thus, 
for Internet commerce or trading to achieve the same 
levels of acceptance as traditional commerce, trust 
management has to be an essential part of virtual 
communities.  
 
3.3. Agent and MAS 
An agent can be a software object, a robot, a living 
being, or anything that fulfills the basic concepts of 
agency. In the context of this paper, the use of the 
word agent will always imply software agent as 
opposed to any other kind, unless specifically stated. 
The following definition from [29] of an agent, will be 
used for this paper: 
 “A software object that perceives its environment 
through sensors and acts upon that environment 
through effectors to achieve one or more goals.” 

Combining several agents pursuing the same goal 
leads to the multi-agent system [4] also known as 
MAS. Similar to the term agent, it is difficult to find a 
commonly accepted definition of MAS. For the 
purposes of this paper, the Weiss definition of MAS 
will be used [32]: 
“A system in which several interacting, intelligent 
agents pursue some set of goals or perform some set of 
tasks”. 
 
3.4. Previous Work 

This section will look into previous work done in the 
areas related to trust in Multi Agent Systems, which is 
the focus of this research. The works have been 
divided into few categories for clarity of the issue. The 
categories are distributed approach, cryptography 
approach, subjective/ implicit approach, explicit 
approach, objective approach and social approach. 

Yahalom et al [35, 36] discussed in significant detail 
the concept of trust in distributed systems. It was 
highlighted in their research, the fact that there is no 
effective formal way to reason about trust in 
distributed systems and to analyze trust requirements 

in security protocols, some kind of formal tool is 
needed. As a solution, they defined trust classes, made 
the distinction between direct and recommendation 
trust and proposed formalism to analyze trust in 
authentication protocols. However, their work falls 
short of defining a framework for building protocols 
with extended trust information.  

In [27, 28], Rasmusson and Jansson came with a 
‘soft’ approach to security by the introducing the idea 
of social control. The open system modelled in their 
work represents an electronic marketplace, which 
consists of buyer and seller ‘actors’. It is up which 
consists of buyer and seller ‘actors’. It is up to the good 
actors to identify ‘cheaters’ and propagate this 
information throughout the system. Social control 
attempts to remedy the situation where there is no easy 
way for a component to know all the other components 
in open systems, by relying on group behaviour to 
influence the behaviour of its group members.  

Other related work includes Pretty Good Privacy 
[38], which helped inspire the research in distributed 
nature. Trust is also being used as a basis for 
cooperation among autonomous agents in the area of 
Distributed AI by Marsh [23]. His approach involves 
the addition of perceived risk and utility of committing 
resources in a cooperative relationship, which results in 
a complex trust calculation algorithm.  

All this research done about trust in distributed 
environment, were general in discussion and not 
specific to the area of multi agent systems. In order to 
apply the result from research in distributed trust 
management, a few modifications has to be done to fit 
into the architecture of multi agent systems. 

In [34], Wong and Sycara discussed a number of 
security and trust issues faced by MAS. Their work 
tried to provide an infrastructure to deal with such 
issues, make use of techniques that are well known in 
the network security literature, and they apply these 
techniques to MAS. As these authors mention, there is 
no measure proposed about trust or honesty. There is 
no way of ensuring that an Agent will carry out a task 
as expected, or of guiding an Agent to interact with 
other Agents that will probably be honest.  

Another approach of dealing with security issues in 
MAS was made by Thirunavukkarasu, Finin and 
Mayfield [31]. They introduced a number of new 
KQML (Knowledge Query and Manipulation 
Language) [9] performatives enabling Agents to 
interact in a secure manner. These authors use classic 
network security techniques and do not propose any 
security or trust models. Approach to trust using 
cryptography didn’t stop and was also continued by 
Jonsson [17]. His work described and discussed the 
various security/trust problems. It looked into the work 
of other authors in order to find solutions by trying to 
fill in the holes of these solutions if there are any. He 
tried to answer the question whether trust can be 
achieved using cryptography and came with a few 
suggestion to improve current cryptographic methods. 
But as a conclusion he suggested that the use of 
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cryptography for must be considered as a minimum 
requirement.  

Most of the work concerning trust in computer 
science have been concentrated in the area of security. 
These are mainly in the form of formal logics [7, 11] to 
analyze cryptographic protocols for design flaws and 
correctness. However, they are ill suited as general 
models of trust as their applications are for a specific 
domain and they were not designed to be automated. 
Furthermore, no concrete definition of trust was given 
– the authors assumed that the intuitive notion of trust 
is universal. However, this is unsatisfactory because 
although trust is an elusive notion that is hard to 
define, its lack of definition opens trust models to 
subjective interpretations and incompatible protocol 
implementations.   

In implicit approaches, Agents use only a subjective 
probability to model the trustworthiness of the others. 
Schillo and Funk [30] conducted a number of 
simulations where Agents interact with each other 
using a modification of the prisoner' s dilemma (i.e. the 
disclosed prisoner' s dilemma with partner selection). 
Each single Agent builds a model of trustworthiness of 
the other Agents by gathering data on past behaviour 
and evaluating averages. When Agents are asked about 
their knowledge on other Agents, they are free to lie 
about their observations. Nevertheless, Schillo and 
Funk show that by averaging the values of a sufficient 
number of observations Agents can learn models 
almost twice as fast as other Agents that use only their 
own observations, while still reaching the same or 
better accuracy.  

In [2], an approach to the problem of trust 
management was presented, which uses 
recommendations by Abdul-Rahman et al. Their work 
are based on four goals, to adopt a decentralised 
approach,  generalise the notion of trust, lessen 
ambiguity (making trust statements more explicit) and 
facilitate the exchange of trust-related information via 
a common protocol. They highlighted the need for 
effective trust management in distributed systems, and 
proposed a protocol based on recommendations. This 
approaches doesn’t consider trust from the perspective 
of real experience which is also an element in forming 
trust .  

Explicit cognitive approaches appear more 
sophisticated, as they attempt to model the “mind” of 
the other Agents. Castelfranchi and Falcone [8], give a 
number of guidelines that should be taken into 
consideration when modelling the trustworthiness of 
other Agents. These authors separate the concept of 
trust from that of delegation and mention a number of 
beliefs that should exist before delegating a task to 
another Agent (i.e. competence, disposition, 
dependence beliefs etc.). They also assert that a 
subjective probability includes too many important 
beliefs and parameters. But this research is more on the 
conceptual level reasoning of trust and doesn’t talk 
about the element of objective trust. 

Witkowski M. et al [33], stress that trust should be 
based, whenever possible, on direct experience rather 

than on accumulated social attitude because as in real 
life, there is a limit to what can be achieved by 
wondering about what another entity might, or might 
not, do in any particular circumstance. They 
considered objective Trust-Based Agents (oTBAgents), 
Agents that select who they will trade with primarily 
on the basis of a trust measure built on past 
experiences of trading with those individuals. 
Experiments were done in an Intelligent Network  (IN) 
infrastructure in which different types of Agent may 
form a trading community. A simulation has been done 
to analyze the behaviour of agents in different 
circumstances. Although they recognize trust both as a 
function of subjective beliefs and as a function of 
experience will be important to the construction of 
Agents in the future but concentration was only given 
in the research area of objective trust. 

Following a social approach for security in MAS, 
Biswas, Debnath and Sen [6] have proposed a model 
where Agents have relatively complex behaviours. 
They use a probabilistic mechanism in which an Agent 
A will decide whether or not to honour a request for 
help by Agent B. This mechanism takes under 
consideration previous observations of Agent B, as 
well as the additional cost incurred by Agent A from 
Agent B. The researchers demonstrate that Agents that 
adapt their trust models over time and use the 
probabilistic decision mechanism are able to 
successfully withstand the invasion of selfish and 
exploitative Agents. This model consider all of their 
previous observations equally before delegating a task 
but for the purpose of this research we will prefer the 
approach proposed in [33], where the trust function of 
section place extra weight on recent experiences, 
although they are influenced by all experiences 
between the two Agents. This is a better approach 
because it simulates the real life behaviour where 
although you know someone for quite some time but 
still recent events (experience) plays an important part 
in any decision. Probabilistic approach is not a strong 
one in the area of trust, where decision can’t be made 
just based on probability. 

Zacharia et al,  [37]  developed methods that can 
automate the social mechanisms of reputation for the 
purposes of an electronic marketplace. These two 
collaborative reputation mechanisms are implemented 
and tested in the Kasbah electronic marketplace. In 
Kasbah, the reputation values of the individuals trying 
to buy or sell books or CDs are a major parameter of 
the behavior of the buying, selling or finding agents of 
the system. They stress that incorporating reputation 
mechanisms in online communities may induce social 
changes in the way users participate in the community. 
This work also concentrates only on the reputation 
mechanism (which comes under subjective trust) but 
from the social context. 
 
4. Our Approach 
As far as we know, there are only two other such 
similar approach to ours; that is Marsh’s trust model 
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[23] and Abdul-Rahman et al [1]. In [23], although the 
sociological foundations of his model are strong, 
several shortcomings are present. Marsh tries to 
incorporate all aspects of social trust and introduces a 
large number of variables into his model. This makes 
his model large and complex because trust itself is a 
very complex and many faceted things.  

Abdul-Rahman et al [1], aim is to provide a trust 
model based on the real world social properties of 
trust, founded on work from the social sciences. In 
their approach to discovering the ‘real-world’ 
characteristics of trust, they turned to the social 
sciences. They proposed a model, which deals 
exclusively with beliefs about the trustworthiness of 
agents based on experience and reputational 
(recommended) information. Their method is time 
consuming and laborious. Also it is not clear how the 
agents get needed information. 

It can be said that an effective practical trust model 
for the virtual environment is not yet in existence [1]. 
In their proposed model, there is no mechanism that 
gives an option to have different combinations of trust 
for different situations. This will be the main concern 
of our work. For the purpose of this research, we chose 
to go for a hybrid approach to combine the benefits of 
few models into one to make it more effective. The 
new trust management model will be based on the 
Witkowski M, et al [33] objective Trust-Based Agents 
and  Abdul-Rahman  et. al [1, 2] distributed trust 
model. The former has the objective trust element and 
the latter combines subjective trust together with 
reputation. 
  The new model will encompass all three 
components of a trust based trading relationship, 
reputation, subjective trust and objective trust. Each 
has an important role to play at different times in the 
overall life of a trading partnership. In the paper as 
stated, most of the previously done works have been 
discussing about a particular element but the authors 
also state that these three elements are related and 
important in managing trust. This was stated in [33], as 
future work and it forms the motivation of our 
research. An additional mechanism that controls this 
three component will exist in this proposed model. 
 
4.1. The Model 
From the survey done on previous works relating to 
trust management in Multi Agent Systems, a few 
shortcomings were identified: 

• Concentrated more on the security and 
cryptographic aspect [17]. 

• Most of the work were more general and 
concentrated more on trust in distributed 
environment rather than specifically of its 
application in a MAS environment [1, 2, 3]. 

• Concentrated on a specific type of trust either 
objective, subjective or reputation based trust only, 
rather than combining all as one which will reflect a 
more appropriate way of forming trust in a multi 
agent community [2, 3, 33]. 

• Models that are complex, time consuming and 
laborious [1, 12, 23]. 
The new model will highlight and approach the 

shortcomings identified by: 

• Concerning with the general notion of trust, one that 
goes beyond cryptographic protocols. Our approach 
is intended to complement current security practices 
by forming a general model within which trust can 
be more effectively managed and to extend trust 
beyond certification and encryption. 

• The new model was built specifically for Multi 
Agent System environment. To test the proposed 
new model, our test domain will be a multi agent 
trading scenario based on a simplified model for an 
Intelligent Network (IN) but not restricted to this or 
any particular application area. 

• The model will encompass all three components of 
a trust based trading relationship, reputation, 
subjective trust and objective trust. Each has an 
important role to play at different times in the 
overall life of a trading partnership. This new model 
will have a mechanism that allows agents to manage 
trust not by just one way but a few combinations of 
different types of trust in different situations. 

• The model is designed not to be too complex and 
laborious. Trust chain has been avoided for its 
complexity. Direct trust has been used for our 
approach. 
The proposed model in Figure 2 has 3 main 

components consisting of objective trust-based agents, 
reputation and the trust mechanism. Together these 
components combine to form the trust opinion needed 
in decision-making. 

 
 

 

 

 

 

 

 

 

 

 
 

Figure 2. Hybrid trust management model. 
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are the principal way in which other agents are selected 
to trade with. The manner in which it is used, and the 
mechanism by which it is updated, define important 
aspects of an agents apparent “personality” (the way it 
appears to other Agents) within the society.  

The formulations used for this component are 
normalised such that a string of positive experiences 
asymptotically moves trust ratings towards 1.0, and a 
string of negative experiences moves it towards 0.0. 
The function matches the intuition that trust is most 
enhanced by getting exactly what we requested, 
partially enhanced by getting some of our request and 
damaged by being excluded. The formulation also 
gives greater weight for recent experiences than earlier 
ones, the effect of past events are discounted with each 
new experience. 

 
4.1.2. Reputation 

Since it can be beyond each individual’s resources to 
evaluate all aspects of a given situation when making a 
trust decision, agents must rely on other sources of 
information. Indeed, if complete knowledge is 
possible, then trust is of no use anymore. In society, we 
obtain information from these ‘other sources’ by 
means of word of- mouth, i.e. a mechanism for 
propagating reputation. For this model the 
recommendation element in community is used to 
build reputation of a certain agent. This reputation is 
only used when trust ratings from based from 
experience is not sufficient. The flexibility of this 
model permits the reputation component to be enabled 
and disabled. 

Each agent in the society has its own trust vector to 
rate other agents. This trust ratings will used when 
other agents request for recommendation to identify 
reputation of a certain agent. Recommendation rating 
values from other agents will combined to calculate 
reputation. Combining trust values is needed because 
there not necessarily unique recommendation paths, 
there will be sometime be several agent giving 
recommendation for the same agent. They will usually 
have different values, so a way is needed to draw a 
consistent conclusion. This is discussed in [1]. 

To maintain a strict trust management and lessen the 
implication of untrustworthy agents in the society a 
few rules are applied in this model for the reputation 
component. These are: 

• Trust chain is not used. 
• Only direct recommendation is accepted and ratings 

given from only one prior experience with an agent 
is not accepted. 

• Recommenders are not selected based on ratings. 
All selected recommenders are assumed to be fully 
trustable, well known people with good judgement.   

 
4.1.3. Trust Mechanism 

This is the most important component of this trust 
management model. It forms the core of the model. 
After the two components of objective trust and 

reputation has been calculated, it will be brought to the 
trust mechanism to form trust opinion/decisions. This 
mechanism allows agents to manage trust not by just 
one way but a few combinations of different types of 
trust in different situations. This mechanism works 
based on a set of rules. The algorithm of this 
mechanism is shown below in Figure 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.2. Model Architecture  

The architecture of the proposed model is based on a 
distributed migration path. It uses a Master-Slave 
pattern, which is a common task design model, 
incorporated in a broad domain of parallel applications. 
This Master-Slave model is based on a divide and 
conquer strategy in which a master delegates tasks to 
one or more slaves that in turn are distributed 
throughout the system and work in parallel. The 
implementation of distributed migration path is 
considered to secure a prototype system because it has 
been implemented and tested by Kotzanikolaou et. al 
and has been successful in preventing attacks such as 
suppression of information [19], especially in MAS 

if (no previous experience) and (reputation  
component enabled)  
 
 if (reputation sufficient) 
   
  Use reputation; 
 else 

Explore to get experience  
based on exploration rate; 

 
else if (experience exist) and  (reputation 
component enabled)  
  
 if (experience sufficient) 
  

Use both experience trust 
ratings combined with 
reputation if available; 

 else 
Explore to get experience 
based on exploration rate; 
 

else if (experience exist) and  (reputation 
component disabled) 
 
 if (experience sufficient) 
 

Use experience trust ratings 
only; 

else 
Explore to get experience 
based on exploration rate; 

 
else  
Explore to get experience based on 
exploration rate. 
 

Figure  3.  Algorithm for the trust mechanism. 
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environment where agents travel from one destination 
to another.   

The trust mechanism is controlled and executed by a 
customer agent who initiates a trading deal. The other 
two components of objective trust and reputation will 
be executed by two different slave agents generated by 
the customer agent before committing a trading deal 
with a certain trader agent. The customer agent acts as 
the master agent. The two slave agents are: 

• OT agent (objective trust) 
• Reputation agent 
 
4.2.1. OT Agent Architecture  

The architecture for the OT agents is shown in Figure 
4. Customer agent generates OT agents to get 
information from trader agents who are known through 
past experiences (in the database) to know whether 
they available in the sense that they have the capacity 
to accommodate the request. This OT agent generates 
more slave agents if there are more then one known 
trader agents. If there are no known trader agents who 
are available, then new agents are approached through 
the same approach of generating slave agents 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.2.2.  Reputation Agent Architecture  

The architecture for the reputation agents is shown in 
Figure 5. The Reputation agents are only used if past 
experience with trader agents are not sufficient. 
Customer agent generates Reputation agents to get 
information from other trusted customer agents (in the 
database) to know whether they have available 
information on certain trader agent. This Reputation 
agent generates more slave agents if there are more 
then one known customer agents. After gathering 
reputation values from different customer agents, the 
Reputation agent calculates and sends the overall 
reputation of the trader agent to its master customer 
agents who requested it. 
 
5. Conclusion and Future Work 
The main contribution through this research is in the 
form of a new trust management model. Our approach 
is intended to complement current security practices by 
forming a general model within which trust can be 

more effectively managed and to extend trust beyond 
certification and encryption. In a world where people 
live with uncertainty, this new model copes with these 
uncertainties by allowing agents in a multi agent 
system to reason with different degrees of trust through 
the combination of objective (experience), subjective 
(recommendation) and reputation based trust 
management. 

The proposed model is concerned with the general 
notion of trust, one that goes beyond cryptographic 
protocols. We believe that the model will be most 
suited to trust relationships that are short-term trust 
relationships or ad-hoc commercial transactions. Our 
model will not be suited to formal trust relationships 
based on legally binding contracts.  

Future research will attempt to carry out simulation 
based on the proposed model test and study its 
behaviour pattern of the agents in different 
circumstances. We will present experimental results in 
a simulated trading environment using a simulation 
tool called SWARM, based on an Intelligent Networks 
(IN) scenario.  Findings from this research can used for 
future research work in the area of trust in Multi Agent 
Systems and to address further the importance of trust 
management.  
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