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1. Introduction 

Intelligent furniture is the future development trend of 

furniture industry [23, 77]. The so called Smart 

Furniture extemporaneously converts the legacy non-

smart space into a Smart Hot-spot which consists of 

computational services [24]. Since the Smart Furniture 

is equipped with networked computers, sensors and 

various I/O devices, it can provide various services by 

alone or by coordinating with other devices. Many 

researchers introduced special rooms equipped with 

sensors, devices, networks, and computers to 

demonstrate ubiquitous computing environment, such 

as a personalized message board system, a zero-stop 

check-out system, etc., [67]. Novel realizations 

sometimes even have a built-in occupancy monitoring 

sensor system for intelligent furniture. For example in 

[31] authors present the related user and service 

scenarios in the context of living environment for older 

persons, describing details of the technical solution of 

the intelligent sofa and the test results of its laboratory 

use. However, the cost and time for building such a 

room is a barrier to the deployment of various 

ubiquitous applications. Since the smart furniture is 

equipped with a processing center (embedded or 

traditional computers, various sensors and multimodal 

I/O devices), it can provide various services in public 

space as well as in private space.  

In this paper various techniques used in the smart 

furniture of the ROBOSOFA research study to realize 

the multimodal HCI interaction are described and the 

description of implemented control algorithms are 

offered. 

The paper is organized as follows: First-we offer 

the educational review of the 3 main interaction 

modalities (due to space constraints and not having an 

implementation in our system choosing not to review 

other more niche I/O modalities), then we present our 

own implementations and the initial experimental 

evaluation. 

 

2. State of the Art in Speech, Gaze and 

Touch I/Os 

2.1. Controls Based on Gaze Tracking 

The input devices, which allow to interact with 

computers or other physical devices without actually 

touching them opens a new communication potential 

for people with physical impairments. During the last 

decade the interest in called gaze tracking systems 

have been rapidly growing. The amount of the 

intensive investigation shows that the assistive 

technologies have huge potentiality of practical usage 

in the everyday life and more [16, 38]. 

There are a number of methods for extracting the 

point of the gaze or the motion of the eye relative to 

the head from the captured eye or face image. Most 

popular methods for gaze tracking techniques utilize 

either bright-pupil or dark-pupil and Purkinje images 

[35, 37, 38, 49, 71]. The bright-pupil technique 

illuminates the eye with a source that is on or very 

near the axis of the camera. The dark-pupil techniques 

illuminate the eye with an off axis light source. There 

are four visible Purkinje images: first is reflection of 

the outer surface of the cornea, second is reflection of 
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the inner surface of the cornea. Third and fourth 

Purkinje images are the reflections from outer and inner 

surfaces of the lens, accordingly [12, 68]. 

Latest contact gaze tracking systems are mostly 

based on two video cameras and additional IR light 

source. First camera is dedicated to capture the eye 

images and second camera is designated to observe the 

surrounding. The user’s eye is usually captured in two 

ways, camera is directed directly to the eye using 

special boom arm or the eye image is captured from the 

semi-transparent mirror or special prism. The additional 

light source are often design from 1 or more (up to 9) 

infrared light emitting diodes which are directed to the 

users eye. The IR diodes are mounted so that the dark 

or bright pupil is captured in the eye image and it do 

not dazzling the user with visible light. The cameras are 

usually mounted on the helmets [69], safety (ordinary) 

glasses or caps [25, 27, 28, 75]. 

Gaze detection systems which are based-on special 

hardware and sensors are also explored [5, 46]. For 

instance, low computational complexity tracking 

algorithm can be used by applying symmetry detector 

for rough pupil localization and triangulation for 

detection the accurate pupil position [35]. Experiments 

have shown that the algorithm was able to detect the 

pupil in 96% of cases and it is robust enough against 

drastic changes of ambient luminosity. However, 

proposed system may by uncomfortable, because of its 

weight and size, since it consists of four video cameras 

and two servo drives, which are mounted on the 

glasses. Another eye tracking algorithm is combining 

feature-based and model-based approaches [4, 16, 17]. 

Device consists of scene and eye cameras mounted on 

the glasses. Eye camera works in the near infrared (IR) 

light. Researches refer to this algorithm as “starburst” 

because how the pupil features are obtained [16, 55]. 

The ambient illumination occludes the Purkinje images. 

The pupil detection in IR images can be established 

using an algorithm of symmetric mass center [38]. The 

pupil is detected in the digitized eye image that is 

acquired referring to the user defined threshold. Such 

predefined threshold cannot adaptively change 

depending on the ambient IR luminosity. Slightly 

bigger search window than the actual pupil size cannot 

capture whole dynamical motion of the eye. The 

accuracy detection of the gaze vectors strongly depends 

on the position measurements quality of Corneal 

Reflection (CR) and pupil centers. The task of CR 

detection often become non-trivial, when system works 

in the uncontrolled ambient illumination or eye rotates 

to extreme positions. Gaze tracking technique based on 

the structured IR illumination overcomes mentioned 

difficulties [37]. The light source is designed from nine 

IR emitting diodes which are placed in certain distance 

from each other and directed to the user’s eye. 

Although, such technique is capable of measuring a 

wide range of eye movement, system blocks the large 

portion of field of view. It is uncertain how such 

mentioned systems react to the different head poses or 

in changes of calibration conditions.  

Head mounted devices are good option when 

accurate gaze detection is needed while allowing 

relatively free head movements. Most head mounted 

trackers uses second video camera, which captures the 

scene view and allows tracking objects of interest [12, 

25, 69]. The angular rotation of the eye ball relative to 

the head orientation and the position of the head 

relative to the observable scene have to be measured 

in order to compute the accurate gaze vector. Yu and 

Eizenman [72] have developed the gaze-point tracking 

methodology where the head location and orientation 

is determined according the location of the objects in 

the scene. Presented point of gaze tracking system can 

be used to assess visual patterns with 0,9 angular 

accuracy. 

All eye tracking systems must deal with frustrating 

problem of “Midas touch”, i.e., the fixated gaze can 

have two meanings [47]. The combination of the gaze 

and head tracking techniques discriminates more 

efficiently the voluntary selection of the command 

from gaze fixation [13, 76]. The head gesture is 

employed to generate the decision.  

It is obvious, that a good gaze tracking system must 

satisfy strong requirements: the system must work 

stable and steady in different lightning conditions; the 

user should be able to calibrate and recalibrate the 

system easily and independently; the system should be 

portable, flexible and miniature as possible. Most of 

reviewed systems are applicable to certain cases, but 

still struggles with three main tasks: accurate pupil 

detection, compensation of natural head motions and 

“Midas touch” problem. In this paper the novel gaze 

tracking system is proposed that consist from three 

modules: pupil detection is based-on adaptive 

grayness thresholding, natural head motions are 

evaluated using non-linear technique and “Midas 

touch” task is solved using accumulative luminosity. 

 

2.2. Multilingual Speech Recognition Based  

      Control Interactions 

The spoken language techniques are developed for 

more than 50 years [1]. The effectiveness of the 

spoken language is astounding [10] and undeniably 

the speech is the most natural way of interaction. 

Voice user interface adds up quite well to the common 

graphical user interfaces [41] and allows overcoming 

various control problems [19]. It is already proven that 

the Multilingual Speech Recognition (MSR) models 

ease the creation of the Automated Speech 

Recognition (ASR) systems for the other languages an 

impact factor very important for the less popular 

tongues, typically with limited linguistic development 

resources.  

The base terms of MSR are described in [3]: the 

poliphones-phonetical recognition units overlapping a 
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few languages and monophones-phonemes without a 

clear analog in the other language. In [70] the 

multilingual English and Swedish phonetic and 

syntactical systems were developed allowing 

information querying in both languages. IBM research 

[11], further conducted an experiment of transferring 

the English phonemes to French language. 25 

poliphones common to both languages were selected 

and specific English (24) and French (9) monophones 

were determined. The bilingual recognition analysis 

proved that the system was more accurate for English 

recognition (~7% WER) than French (~14% WER) for 

the artificial (nor real life) speech data. Microsoft has 

also conducted similar experiments [15, 39] trying to 

adapt the US English recognizer to Mandarin and 

Canton recognition. MIT analyzed the possibilities of 

transferring the Voyager system (US English) to other 

languages [22]. The spoken language dialogs were 

evaluated and some factors were determined for 

English, Japanese and Italian languages. Siemens 

utilized the OGI Multi Language Telephone Speech 

Corpus and formed unilingual and multilingual 

phoneme model [34]. Multilingual models have not 

improved the recognition accuracy, but overall reduced 

the number of necessary phonetical units and got 

somewhere closer to unilingual phone recognition 

(around 40 %). This type of research was continued 

[33] by evaluating several EU languages (SpeechDat 

corpora). The goal was to create a multilingual models 

and use them for the recognition model of the German 

language. The results showed that the multilingual 

model was quite accurate (85,5 % vs 89 % for a single 

language). For the adoption to German language only 

100 German phrases were used and the overall 84.3 % 

recognition accuracy was achieved. 

One of the first multilingual recognition experiments 

of a large vocabulary [36] was conducted trying to 

transfer the current English US and French large 

vocabulary recognition schemes to English UK and 

German languages. The overall recognition accuracy 

was 85%. Several institutions [7] researched the 

possibilities of transferring foreign phonetical models 

to large vocabulary Czech language recognition. 

Without using the Czech corpus (only using linguistic 

knowledge) quite high error rate was achieved (~80%), 

but with the added Czech data the WER was reduced to 

~30%.  

Important aspects were determined in the 

GlobalPhone project. The multilingual (15 European-

Asian languages) corpus was developed [57]. The 

initial analysis of six languages allowed achieving the 

~40% WER [58, 59, 60]. Some articulatory features 

were formed trying to achieve lesser determenencies 

with variable channel and noise [65, 66] decreasing the 

WER by 12.3%. Next the aspects of user identity, 

accent and language setting were evaluated [20, 26, 

61]. Overall the English language was recognized most 

accurately (21-26% WER for single utterances, 43-48% 

WER for sentences). The phonetical model of all 15 

languages allowed achieving the 25% WER for 

Portuguese [21] compared to Portuguese only model 

(~10%). Similar principles were adapted to Afrikaner 

language [48]. The authors utilized a lot of English 

data and a small number of Afrikaner data. The WER 

was from 48% to 14% growing with the percentage of 

Afrikaner data. In [6] the German, English and 

Spanish model allowed achieving the 85% of 

recognition accuracy for Slovene language. Later a 

multilingual model was developed [74] for the 

Slovene language recognition.  

During more recent year the use of closed-source 

(commercial) English and Spanish recognizers for the 

recognition of Lithuanian language was analyzed. 

Some of the transcription (writing the words in 

recognizer specific phonemes) principles were formed 

in [29, 42, 43, 44, 45, 50, 51, 52, 53]. Practical 

evaluations and experimental research with various 

vocabularies allowed achieving about 95% recognition 

accuracy for limited size vocabularies. Spanish 

language proved to be most effective for the task of 

the recognition of Lithuanian voice commands. 

This overview could be concluded with the 

following notes. First, the use of multilingual 

recognition seems promising for integration in 

international research projects. Second in all the 

experiments reviewed the multilingual recognition 

models had worse recognition accuracy than single 

language alternatives. Third-some of the linguistic 

resources (mostly acoustical data) are still necessary 

for adding the new language. Fourth-the use of 

multilingual models allows cutting the development 

cost. Fifth-there is no clear and universal solution yet. 

 

2.3. Touch Based Solutions 

Touch is another wide spread form of interaction not 

only in HCIs but also in human-human interactions. 

By general opinion touch input is a must in modern 

smart devices and in principle is compatible with most 

devices capable of detecting the movement and the 

direction of a pointer thus providing the direction 

vector used for control, though the addition of haptics 

is still undergoing [18]. Multi-touch interaction is a 

more free form of interaction suitable even for the 

disabled [73]. For the applications in virtual exhibition 

domain, the [9] paper proposes a multi-touch 

recognition method capable of 3D control actions. In 

another example a novel interaction technique was 

developed using a cubic device with five multitouch 

surfaces [14]. The design of a multitouch gesture 

sensing environment should allow the user to execute 

both independent and coordinated gestures. In [8] a 

test multitouch device built around FTIR technology is 

illustrated, where a vision system, driven by a visual 

dataflow programming environment, interprets the 

user gestures and classifies them into a set of 
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predefined patterns, corresponding to language 

commands. In [2] an interesting and novel method to 

enable multi-touch interactions on an arbitrary flat 

surface using a pair of cameras mounted above the 

surface is presented allowing robustly identify finger 

tips and detect touch with a precision of a few 

millimeters above the surface.  

Flat surfaces, such as tables provide a large and 

natural interface for supporting direct manipulation of 

visual content for human-to-human interactions. Such 

surfaces also support collaboration, coordination, and 

parallel problem solving [63] also presenting 

considerable challenges, including the need for input 

methods that transcend traditional mouse- and 

keyboard-based designs. In [54] authors present 

observations of user experience on interactive tables in 

different real world contexts. The effects of the 

touching manners and the motion directions of human 

finger in recognizing fine surface texture were 

investigated in [30]. The authors developed a 

measurement system to measure the human tactile 

sensation capability. It was found that the distinctive 

sensitivities of human tactile sensation in active-touch 

and passive-touch manners are different in 

discriminating between fine step-heights and that the 

directions of finger motion have little effect on the 

human tactile recognition of fine step-heights. 

At the end of this section some examples of a novel 

touch based interaction systems should be mentioned. 

AirTouch [56] uses computer vision techniques to 

remove any need to physically touch the display. The 

user interacts with a virtual plane that rests in between 

the user and the display, not limited by requirements 

that users do not leave the frame or do not perform 

gestures accidentally, as well as by cost or specialized 

equipment. Another interesting scientific area is the 

development tangible user interfaces in augmented 

reality applications. In [62] authors introduce a novel 

touch-based interaction technique allowing a direct 

access and manipulation of virtual content on a 

registered tracking target. The Haptic Voice Recognizer 

[64] was developed as a multi-modal interface that 

combines speech and touch sensory inputs to perform 

voice recognition allowing to reduce the search space 

for speech recognition, thereby making the decoding 

process more efficient and suitable for portable devices 

with limited compute and memory resources. Sample 

hardware and algorithms for a real-time social touch 

gesture recognition system are presented in [32]. Early 

experiments involved a sensate bear test-rig with full 

body touch sensing, sensor visualization and gesture 

recognition capabilities. Algorithms were based on real 

humans interacting with a plush bear. The system 

demonstrates the infrastructure to detect three types of 

touching: social touch, local touch, and sensor-level 

touch. 

To conclude we can say that touch based 

implementations are important to consider and ever 

evolving. More and more novel implementations are 

reaching us every year. Touch is becoming more and 

more familiar in daily computational devices. Simple 

touch controls populate nearly every laptop computer 

in the planet, touch and multitouch screens exist in 

nearly every smartphone or a more advanced modern 

entertainment gadget in the planet. Thus in our 

opinion it is important to include this modality in a 

multimodal implementation of HCI (if a usage 

scenario allows it) as most of the users can just “jump 

in” and use it. 

 

3. The Fusion and Our Implementation of 

the Three Main Modalities 

The performance and efficiency of the associative 

assistive technology is increased using combination of 

many signals or control algorithms, i.e., voice 

recognition, gaze tracking and touch interpretation. 

The method that combines all these signals must 

evaluate the data fusion challenge, because many of 

these signals are activated doing the same mental or 

physical action task. Therefore, the simple, effective 

and robust method is presented that makes proper 

control decision despite the fact that some signals can 

be more or less erroneous that others in different 

cases. The proposed integration of different assistive 

control algorithms is based on up-to-date information, 

which brings different levels of control to certain user 

needs. The proposed multimodal interface must 

incorporate information about the age, skills, native 

language status, cognitive styles, sensory and motion 

impairments or other temporary illnesses of the user. 

For example, a visually impaired user or one with a 

repetitive stress injury may prefer speech input or 

touch input. In contrast, a user with a hearing 

impairment or accented speech may prefer touch or 

gaze input. The certain modality is adapted based on 

general information about the user which is acquired 

by filling the special form.  

In the beginning the priorities of control modalities 

are identified (preset) either by the user or 

automatically by the environmental (lighting 

conditions, noise levels, etc.,) scanning features 

(currently being developed and not implemented) as 

shown in Figure 1. In this case, the control signal from 

a higher-priority modality is used first. The control 

signal of modality with second priority is used when 

control command is not recognized from the first 

modality. In this way the proposed multimodal 

interface is fully depended on the user needs. It allows 

to create adaptive, flexible and user friendly way of 

control of mobility device. 

In the next part of the paper our proprietary 

implementation of multimodal associative control 

interface is presented. All the descriptions of the 

techniques used are accompanied by the results of 

initial experimental evaluations. 
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Figure 1. Block diagram of multi-modal fusion. 

 

3.1. The Implementation of Gaze Tracking 

We have chosen the monocular video camera which is 

mounted on the glasses and directed to the user’s eye is 

used for the eye tracking in this work as shown in 

Figure 2.  

 

 
Figure 2. The proprietary hardware of our monocular eye tracking 

system. 

 

The user’s eye is illuminated with three external IR 

light diodes that does not cause eye discomfort and 

gives mostly stable ambient IR luminosity. The IR 

image of the human eye is captured with dark pupil, 

because IR source is placed of the optical axis. Head 

orientation in three directions is measured using 

accelerometer, which is attached to the side of the 

glasses. The signals from the accelerometer are used for 

the displacement compensation that accurse because of 

natural head motions.  

In this work we propose the eye tracking algorithm 

as shown in Figure 3 that is based on three fundamental 

processes: the evaluation of accumulative luminosity 

function, adaptive thresholding of grayscale images and 

the measurements of the head orientation. The 

luminosity function is used to separate the images of 

the closed and opened eye. The adaptive thresholding 

of grayscale images enables the precise detection of the 

eye pupil in the different layers of gray color, 

regardless of how the lightening is changing. The 

diameter measurements of the dark pupil are compared 

with the limits of possible minimal and maximal pupil 

size. The pupil center coordinates (xpupil, ypupil) are 

detected, when the diameter fits the limits. 

The control of the external device strongly depends 

on the calibration conditions and how they are 

maintained during the usage process. During calibration 

the relationship between the center coordinate of the 

pupil in the image and computer mouse position (xsc, 

ysc) is established. The cursor control problem in the 

paper is solved using certain virtual calibration grid 

which stabilizes the cursor position on one point, if the 

pupil remains in one predefined region. The grid is 

acquired during the system calibration. For this 

process the user must observe four corner points of the 

computer screen and the calibration field is obtained. 

The grid, which is built from N even sectors, is 

separately applied to the computer screen and the area 

of possible pupil trajectory. Each area on the screen 

has a unique number that is equal to the number of the 

area on the eye image. The algorithm assigns the 

center coordinates of the area to the cursor position 

having the same number as the area in which the pupil 

center appears on the eye image.  

  

 
Figure 3. Block scheme of the proposed eye tracking algorithm. 

 

The signals (α, β, γ) captured by orientation 

measuring device (accelerometer), used to design the 

technical facility for the eye tracking system. The 

device is attached to the eyeglasses together with the 

video camera and can measure all head poses. The 

device consists of one axis accelerometer and three-

axis magnetic field B sensor that measures the 

direction of the magnetic field in gauss G. The head 

movement compensation is realized using artificial 

neural networks, which finds the relationship between 

the measured direction of the magnetic field and the 

corners of the calibration field. The relation between 

the measured angle values and the coordinates is non-

linear, so a properly trained neural network is able 

overcome the non-linearity and give desirable 

compensation accuracy. The ANN-based 

compensation algorithm can be considered as a “black 

box” model and it is essential advantage of the 

proposed algorithm. It finds the relation based on the 

training data not using certain predefined coefficients 

or parameters. 

The specially made text writing application was 

used for testing the proposed gaze tracking system. 

Ten participants were asked to write a word “HELLO 

EYETRACKER”. The zooming functionality is used 
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in this case, which expands the letters of the button 

when it is pushed. The mouse clicking operation is 

executed when user’s eye is closed. The application 

allows selecting one letter at the time using only two 

mouse clicks. The selected letter is displayed in the text 

region. The classification rate and the time, which was 

needed for the establishing the task was recorded 

during the experiment. Created writing application 

consists from two regions, i.e., regions of buttons, 

selected text as shown in Figure 4.  

 

 
Figure 4. EyeWriter experimental application. 

 

The initial experimental performance results are 

depicted in Figure 5. The average time that is needed to 

write the word “EYETRACKER” is equal to 75.2 

seconds. About 20 commands per second are generated 

using proposed gaze tracking algorithm, because 

algorithm is able to discriminate the processes of the 

selection and gazing. The tendency was noticed, that 

the users learn to use the eye tracking system more 

efficient so the time which is needed for accomplishing 

the task has been shortened. The text writing 

application was not designed for the fast text writing, 

because main task was to show the functionality of 

proposed eye tracking system. 
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Figure 5. Experimental results of eyewriter application. 

 

3.2. The Implementation of Semantical   

       Keyword Selection Based Speech  

       Recognition 

For the speech recognition part we have utilized a 

proprietary MFCC based HMM, speaker independent 

bilingual recognizer, running on a netbook computer 

along the rest of our software, capable of a 95% 

recognition accuracy in speaker independent mode. A 

headset was used for collecting the speech input S(t). In 

case of a paralyzed user who is unable of uttering a 

clear speech, a proprietary, speaker dependent DTW 

based ASR recognizer can be used and trained to the 

specific uttering of a paralyzed person. The algorithm 

of a dialog model capable of recognizing spoken 

commands (γn) is presented in Figure 6.  

 

 
Figure 6. Block scheme of the proposed speech recognition 

algorithm. 

 

At the start of the dialog a user is prompted (either 

visually with an added speech, or only by speech, or 

GUI-depending on the type of application) to enter a 

command (either by simple voice commands or by the 

traditional means).  

For a more natural flow of “voice interaction” the 

algorithm features a keyword spotting mode. This way 

a system is preprogrammed to use a specific set of 

complex grammar rules, allowing keyword (the 

important words with a specific semantic value) 

selection in the user’s utterance. This way a user can 

speak naturally (for example: “please GO to my 

KITCHEN”) and a system only catches the important 

words (in this case “GO” and “KITCHEN”), assigns 

the appropriate semantic values and passes for further 

processing and finally jumps to a next stage in dialog. 

A correction sub-algorithm is also possible in this 

case, and if available, a user is offered a list of 

selection (by voice, or by GUI). Finally the confidence 

value of the recognized phrase is measured and if it is 

high enough the semantic value is used in further 

processing. In case of an unclear recognition (system 

sees a few choices as similar) an n-best strategy sub-

algorithm might be powered and a user might be 

offered not to repeat the phrase, but to choose between 

the ones offered to him (the most similar results - i.e., 

“Did you say: Bath or Path?”). After a successful 

gathering of the input, the semantic value is processed 

and the application proceeds to the next stage of a 

dialog. The biggest advantage of this approach over 

the isolated words-is the added naturalness, while still 

maintaining (hopefully) the high enough recognition 

accuracy. 

The recognition accuracy was verified using a 35 

speaker corpus (no speech impairment), containing a 

set of 10 control utterances (100 pronunciations for 

each speaker, 3500 total) used for a direct control of 

the device. The results are offered in Figure 7. 
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The overall 94,55% recognition accuracy was 

achieved for this corpus. However it is very important 

to note that this was not a real life conditions, such as 

normal living conditions or an outdoor environment, 

and this experiment will be repeated once again in near 

future, this time with real live persons interacting with 

our device itself. At this stage the DTW based 

recognizer was not evaluated. 
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Figure 7. Recognition accuracy of our speech recognition system. 

 

3.3. The Implementation of Touch Input   

       Recognition 

For the simplicity of use and the familiarity with most 

users we have chosen to implement an eyes free touch 

interface. On the hardware part for the touch 

recognition we use a large USB touch surface 

(touchpad) without buttons (only “left click” is 

registered). A simple control algorithm was developed 

using a .NET framework controls to allow registering 

gestures and swipes, and by determining the semantic 

values further processing them and using for a device 

control. An algorithm is illustrated in Figure 8. 

 

 
Figure 8. Block scheme of the proposed touch recognition 

algorithm. 

 

At this stage the touch serves mostly for a direct 

control of the mobility feature of our smart furniture 

project. Basically a user swipes a command (xsc, ysc) 

(for example, left-to go left, forward-to go forward, 

pinch to slow down, etc.,). Then a timer is fired as a 

safety feature. A person must lift his finger (or tongue) 

after each swipe. If he does not lift a finger after a pre-

set time, the command is rejected and he is asked to 

repeat it. If the action is determined (∆xsc, ∆ysc) the 

database of actions is queried and if there is such an 

action the semantic value (γn) of it is passed further 

down application for further processing. 

The specially made application was used for testing 

the proposed algorithm of the motion recognition. Ten 

participants were asked to repeat randomly selected 

motion command for certain time. The recognition 

accuracy was calculated during the experiment. 

Created application randomly generates one of the 

four commands (e.g., UP, DOWN, LEFT, WRITE) 

time at the time. The recognition is correct when the 

generated motion command is equal to the motion 

command generated by the participant. 

The experiment was executed in order to show the 

functionality of proposed system. The experimental 

results are shown in Figure 9. The average recognition 

accuracy (97.7%) is relatively high. It can be 

explained by the simplicity of the proposed control 

interface (very intuitive) and the ability of human’s 

adaptation. 
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Figure 9. Experimental results of motion recognition testing. 

 

4. Discussion and Conclusions 

The initial analysis of the works by the other authors 

shown that gaze tracking system must satisfy strong 

requirements: the system must work in different 

lightning conditions; the user should be able to 

calibrate and recalibrate the system easily; the system 

should be portable, flexible and miniature as possible 

and suitable for performing typical control tasks. Most 

of reviewed systems are applicable to certain cases, 

but still struggles with the accurate pupil detection, the 

compensation of natural head motions and “Midas 

touch” problems. Our approach overcomes these 

limitations by implementing a pupil detection based 

on adaptive grayness thresholding, evaluating natural 

head motions using non-linear techniques and solving 

“Midas touch” using accumulative luminosity. About 

20 commands per second are generated using our 

system as algorithm is able to discriminate the 

processes of the selection and gazing. The tendency 

was noticed, that the users learn to use the eye 

tracking system more efficiently so the time which is 

needed for accomplishing the task can be shortened 

during the process. The experiments have shown that 

proposed gaze tracking system can be applied for 

control purposes and evaluated further. 
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The current status of multilingual speech recognition 

research can be evaluated like so. First, the use of 

multilingual recognition seems promising for 

integration in international research projects. Second in 

all the experiments reviewed-the multilingual 

recognition models had worse recognition accuracy 

than single language alternatives. Third-some of the 

linguistic resources (mostly acoustical data) are still 

necessary for adding the new language. Fourth-the use 

of multilingual models allows cutting the development 

cost. Fifth-there is no clear and universal solution yet. 

We have achieved a 94,55 % recognition accuracy for a 

small set of control commands. However it is very 

important to note that this was laboratory test, and this 

experiment will be repeated once again in near future, 

this time with real live persons interacting with our 

device itself. 

It is clear that the touch based implementations are 

important to consider and ever evolving. More and 

more novel solutions are reaching us every year. Touch 

is becoming ever familiar in daily computational 

devices. Simple touch controls populate nearly every 

laptop computer in the planet, touch and multitouch 

screens exist in nearly every more modern smart gadget 

in the planet. Thus in our opinion it is important to 

include this modality in a multimodal implementation 

of HCIs (if a usage scenario allows it) as most of the 

users can just “jump in” and use it. The experiment was 

executed in order to show the functionality of proposed 

system for control task. The experimental results of our 

system were concluded with relatively high recognition 

accuracy (97.7%). It can be explained by the simplicity 

of the proposed control interface (it was very intuitive) 

and low learning curve. 
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