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Abstract: The use of Information Technology (IT) in organizations is subject to various kinds of potential risks. Risk 

management is a key component of project management enables an organization to accomplish its mission(s). However, IT 

projects have often been found to be complex and risky to implement in organizations. The organizational relevance and risk 

of IT projects make it important for organizations to focus on ways in order to successfully implement IT projects. This paper 

focuses on the IT risk management, especially the risk assessment model and proposes a process oriented approach to risk 

management. To do this end, this paper applies the risk IT framework which has three main domains, i.e., Risk Governance 

(RG), risk analysis, Risk Response (RR) and 9 key processes. Then, a set of scenarios, which can improve the maturity level of 

risk IT processes, are considered and the impact of each scenario on the risk IT processes is determined by the expert 

opinions. Finally, the Data Envelopment Analysis (DEA) is customized to evaluate improvement scenarios and select the best 

one. The proposed methodology is applied to the Iran Telecommunication Research Centre (ITRC) to improve the maturity 

level of its IT risk management processes. 
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1. Introduction 

Implementing Information Technology (IT) projects 
provides appropriate and useful information to support 
operation, management analysis, and decision making 
through the enterprise [42, 45]. Risk is an entity that 
appears in all aspects of a project and always will have 
a negative impact. Consequently, the need for project 
risk management has been broadly recognized. 
Integration of risk management into some business-
related issues such as business process modelling, e-
commerce environment, and agreement networks can 
be traced in [30, 34, 35]. Project risk management 
improves the project performance by systematically 
identifying and assessing risks, developing policies to 
reduce or avoid them and maximizing opportunities 
[6]. IT risk is a relatively new term, which relies to the 
consequences of adverse events arisen from IT. Two 
well-known methodologies have been introduced to 
cope with this type of risk, i.e., enterprise risk 
management and Information Systems Audit and 
Control Association (ISACA’s) risk IT frameworks 
that are the most recent ones in the literature [3, 8, 15, 
22, 39].  
Risk identification, Risk Evaluation (RE) and Risk 

Response (RR) are the main steps in risk management 
[9]. There are various frameworks and approaches used 
in the literature for risk managements of projects. 
Among them, we can refer to Tummala et al. [40] that 
proposed a methodology for risk management, in 
which several steps are considered, i.e., identifying,  

 
measuring, evaluating risk, risk control and 
monitoring.    
Benaroach et al. [5] applied the option-based risk 

management framework to control risk and maximize 

value in IT investment decisions. The authors 

developed risk management plans for a broad portfolio 

of 50 investments and found empirical support for risk 

option mappings. Alhawari et al. [1] proposed a 

conceptual framework for managing risks based on the 

Knowledge Management (KM), which employs KM 

processes to improve its effectiveness and increase the 

probability of success in innovative IT projects. 

Furthermore, Huang et al. [18] introduced a two-level 

model for risk management of virtual enterprise. The 

authors resort to the distributed decision-making to 

describe the decision processes of the owner and the 

partners. Mathrani and Mathrani [29] investigated that 

how enterprise system data was transformed into 

knowledge and how these knowledge was used to 

manage enterprise risks by using a data transformation 

model. A decent literature review on project risk 
management is provided by Williams [44]. A wide 

range of risk analysis tools and techniques are 

presented and classified by the author and finally 

managerial insights are provided for managing risks. 

This paper uses the risk IT framework which is a novel 

and comprehensive framework for managing the risks 

of IT projects. The risk IT framework is part of the 

ISACA product portfolio on IT governance. According 
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to the risk IT framework [22], Risk Governance (RG), 

RE and RR are the main domains for managing IT 

risks. The main advantage of the risk IT framework 

over other existing risk management frameworks is 

that it focuses on the RG domain, which contains three 

key processes, i.e., establishing and maintaining a 

common risk view, integrating with enterprise risk 

management and making risk-aware business 

decisions. However, this domain and its processes are 

not clearly reflected in the risk management 

frameworks introduced in the literature. 

A wide range of tools, techniques and structured 

models have been proposed for RE and assessment in 

the literature. Multi criteria decision making tools are 

widely used to develop risk assessment models. For 

instance, Karimi et al. [24] develop a systematic 

procedure based on fuzzy TOPSIS concepts for 

selecting the best risk assessment model by 

considering several criteria. Mustafa et al. [10, 31] 

tackle an Analytic Hierarchy Process (AHP) and a 

multiple attribute decision-making technique to cope 

with risk analysis of construction projects with the 

involvement of the related stakeholders. Lo and Chen 

[28] proposed a hybrid procedure that evaluates risk 

levels of information security under various security 

controls. A RE method for a high-tech project 

investment is proposed by Liu et al. [26]. The authors 

constructed an evaluation indicators system and then 

introduced the evaluation procedure based on an 

uncertain linguistic weighted operator. Hongxia and 

Baihua [16] proposed an IT project risk assessment 

model based on a fuzzy AHP approach. Othman [32] 
constructed an evaluation index system with five risk 

factors to prevent communication accident and 

improve project management ability. Then, the author 

applied the method of fuzzy comprehensive evaluation 

to assess the overall risk for a core network expansion 

project in Xinjiang telecommunication. Yucel et al. 

[46] proposed a fuzzy risk assessment model based on 

the analytic network process and fuzzy inference 

system for implementing information system in 

hospitals. This paper employs the data envelopment 

analysis, which is a powerful and optimisation based 

tool in decision making process. Fortunately, Data 

Envelopment Analysis (DEA) is an effective and 

applicable tool to derive weights from the view point 

of operation research. DEA is capable to perform 

weighting and aggregating steps simultaneously and 

does not need to expert opinion and analyst judgment 

to do so.  

Although, there are several studies focused on risk 

management in the conventional projects, there is a 

rare literature on risk management in IT projects [37, 

38]. Additionally, most of the existing studies are not 

comprehensive and just focus on a specific type of 

risks [4]. Among them, we can refer to the works 

presented in [19, 33, 41]. A framework is developed by 

Vitale [41] to identify the strategic IT-related risks. 

Rainer et al. [33] cope with the IT risk analysis by 

integrating qualitative and quantitative methodologies. 

Huang et al. [19] develop a risk prioritizing 

methodology in ERP projects based on analytic 

hierarchy process. Their methodology considers both 

qualitative and quantitative factors and involvement of 

the concerned stakeholders. An international Delphi 

study is performed by Schmidt et al. [36] to identify 

software project risks.  

The objective of IT risk management is to protect IT 

assets such as data, hardware, software, personnel and 

facilities from all external threats (e.g., natural 

disasters) and internal threats (e.g., technical failures, 

sabotage, unauthorized access) so that the costs of 

losses resulting from the realization of such threats are 

minimized. A large body of the literature of IT risk 

management are assigned to the software project risk 

management [23, 47]. In this line of research, we can 

refer to Li et al. [25, 43], which consider the risk 

factors during developing software projects. Baccarini 

et al. [3] recognized and ranked IT project risks and 

proposed possible response strategies. However, the 

authors did not provide any framework for software 

risk management. Besides, Guiling and Xiaojuan [12] 

provide a research on the risk management of IT 

software projects.  

The aim of this paper is to evaluate a set of 

scenarios and select the best one whereby the maturity 

of IT governance may be increased from the IT risk 

management point of view. To do this end, a DEA-

based approach is proposed to assess the scenarios 

based on the risk management processes introduced in 

the risk IT framework. DEA, introduced by Charnes et 

al. [7] is a powerful decision making tool that is widely 

used for productivity and efficiency analysis. Various 

extensions and applications of DEA models can be 

traced in the literature [8, 13, 17]. To the best of our 

knowledge, this study is the first one that resorts to 

DEA concepts for risk management in IT project. 

The rest of the paper is organized as follows: 

Section 2 briefly presents two classical DEA models 

for evaluating and ranking decision making units. 

Section 3 provides a brief explanation of the risk IT 

framework introduced by ISACA [22] and its 

processes. The proposed approach is elaborated in 

section 4. In section 5, the proposed approach is 

applied on ITRC to improve its risk management 

processes. Related results are presented in this section. 

Finally, concluding remarks are discussed in section 6. 

2. Data Envelopment Analysis 

DEA is a mathematical programing model tackles the 

problem of measuring the performance of a set of 

homogeneous Decision Making Units (DMUs) [7]. 

Suppose there are n DMUs that uses m inputs (xij, i= 1, 

2, ..., m) to produce s outputs (yij, r= 1, 2, ..., s). The 

standard DEA model assesses the efficiency of a 
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specific DMU (DMUk) by maximizing the ratio of its 

weighted sum of outputs to its weighted sum of inputs 

with the condition that this ratio should not exceed one 

for all DMUs. The fractional DEA model developed 

Charnes et al. [7] is written as follows: 
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Where vi and ur denote the weights assigned to the 
input i and output r, respectively. In addition, epsilon ε 
is a non-Archimedean infinitesimal value and θk 
denotes the performance score of DMUk when it is 
under evaluation. Multi Criteria Decision Analysis 
(MCDA) and DEA are two popular methods for 
weighting and aggregating criteria in decision making 
problems. The weights are exogenously assigned to the 
criteria in many MCDA methods. However, assigning 
appropriate weights to criteria is a major problem when 
applying MCDA methods. Moreover, expert opinion 
and analyst judgment can have a significant impact on 
assigned criteria weights and consequently, affect the 
quality of final efficiency score [14]. Fortunately, DEA 
performs weighting and aggregating steps 
simultaneously and does not require any subjective and 
exogenous expert opinion and analyst judgment. The 
weights of criteria are endogenously and iteratively 
generated by DEA models.  
The linear fractional programming Equation 1 can 

be converted to a linear programing model as follows 

[7]: 
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Equation 2 is an input-oriented DEA model with m 
inputs and s outputs for all the DMUs. The goal of 
input-oriented DEA Equation 2 is to maximize the 
outputs while keeping the inputs at their current levels. 
Notably, the efficiency of all DMUs is provided by 
solving Equation 2 repeatedly for each DMU. The 
efficiency of kth DMU (θk) is between zero and one. 
 The kth DMU is efficient if it achieves an efficiency 

score of one and it is inefficient if it receives an 
efficiency score smaller than one. 
In the aforementioned models, it is assumed that 

inputs and outputs are explicitly defined for 

performance evaluation. However, there are many real 

cases that data are used without inputs (such as index 

data or pure output data). Liu et al. [27] developed a 

wide range of DEA models without explicit inputs and 

called them as DEA-WEI models. This type of models 

is applicable to the case where inputs are not directly 

considered. The DEA-WEI for Equation 2 can be 

written as follows [27]: 
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In Equation 3, it is assumed that all performance 

measures are outputs. Equation 3 is equivalent to an 

input-oriented CRS DEA model with s outputs and one 

dummy input of 1 for all DMUs [14]. 

Sometimes, standard DEA models produce several 

efficient DMUs, i.e., DMUs with the efficiency score 

of 1 and therefore, fail in discriminating efficient 

DMUs and determining the best DMU. In order to, 

rank the efficient DMUs, Anderson and Peterson [2] 

propose a DEA model (hereafter AP-model) that 

permits the efficient DMUs to achieve a score greater 

than 1 by eliminating the constraint that bounds the 

efficiency score of k
th DMU, when evaluating this 

DMU. It is worth pointing out that the efficiency score 

greater than 1 does not any means. It just applies to 

rank efficient DUMs. The AP-model without explicit 

inputs (hereafter AP DEA-WEI model) will be 

formulated as follows: 
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3. Risk IT Framework 

Recently, ISACA introduces a comprehensive 
framework for managing IT risks, which complements 
ISACAs COBIT for control and governance of IT-
based solutions and services [22]. The risk IT, Val IT 
and COBIT are three well-known and interrelated 
frameworks that are developed by ISACA to manage 
risk, value and IT-related processes within the 
enterprise respectively [20, 21]. Among these 
frameworks, IT risk framework is professionally 
focused on managing IT risks. The risk IT framework 
is constructed based on the set of principles that are 
aligned with the methods and the processes of 
Enterprise Risk Management (ERM). On the other 
words, effective enterprise governance of IT risks 
always aligns IT objectives with business objectives, 
aligns the IT risk management with ERM, balances the 
costs and benefits of IT risk management, promotes 
fair and open communication of IT risks, establishes 
the right tone at the top while defining and enforcing 
accountability and defines a continuous process and 
part of daily activities. 
The risk IT framework is developed into a 

comprehensive process model that is depicted in 
Figure 1. The risk management process model consists 

(1) 

(2) 

(3) 

(4) 
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of three domains namely: RG, RE and RR. Each 
domain is divided to three processes and each process 
consists of several activities. The domains and their 
processes in risk IT framework are defined as: 

• RG: The goal of RG is ensuring that IT risk 
management practices are embedded in the 
enterprise that enables it to secure optimal risk-
adjusted return. RG domain has three main 
processes that are “establish and maintain a 
common risk view” RG1, “integrate with ERM” 
RG2 and “make risk-aware business decisions” 
RG3. 

• RE: The aim of this domain is insuring that IT-
related risks and opportunities are identified, 
analysed and presented in business terms. “Collect 
data” RE1, “analyse risk” RE2 and “maintain risk 
profile” RE3 are the main processes of this domain. 

• RR: This domain ensures that IT-related risk issues, 
opportunities and events are addressed in a cost-
effective manner and in line with business priorities. 
It is based on the following processes: “articulate 
risk” RR1, “manage risk” RR2 and “react to events” 
RR3. 

Interested readers can be referred to [22] for more 
details about the domains, the processes and the 
activities introduced in risk IT framework. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Risk IT framework [22]. 

4. The Proposed Methodology 

4.1. Problem Definition 

Most of the organizations try to determine their 
business policy and objectives regarding to the existing 
and potential risks. Risk management has a remarkable 
impact on strategic planning, decision making, 
avoiding adverse events and taking RR actions.  
 Iran Telecommunication Research Centre (ITRC) 

tends to improve the risk management processes for 
managing its IT projects. A process-oriented approach 
is adopted for managing risks in IT projects. The main 
processes of IT risk framework developed by ISACA 
[22], i.e., RG1, RG2, RG3, RE1, RE2, RE3, RR1, RR2 
and RR3 are considered to develop the proposed 
methodology.  
Several IT-related scenarios that can improve the 

maturity level of the risk management processes in IT 

projects are identified by the Chief Information Officer 
(CIO), the Chief Risk Officer (CRO) and the enterprise 
risk committee. The listed of these scenarios are 
presented in the first column of Table 1. Staff training 
scenario contains the design and implementing 
training, especially about IT-related risks and IT-
related issues to improve staff knowledge. Renovation 
and upgrading equipment and technical infrastructure 
of IT are considered as equipment purchasing scenario.  
Changing central structure in ITRC is considered to 
define new and more applicable functions. A scenario 
is also defined to outsource ITRC projects to 
organizations that are empowered to certain issues 
related to the outsourced projects. 

Table 1. Data for effectiveness of projects on risk processes 
(percent). 

Scenarios RG1 RG2 RG3 RE1 RE2 RE3 RR1 RR2 RR3 

Staff Training 100 90 100 70 100 70 90 100 100 

Purchase of Equipment 40 100 40 80 100 100 80 70 80 

Changing Central Structure 70 80 80 90 40 60 80 70 70 

Outsourcing ITRC Projects 20 30 10 20 10 20 20 80 90 

Redesigning ITRC Processes 90 100 100 100 40 80 90 100 90 

Implementation of New Office 

Automation Systems
50 100 30 40 60 80 60 50 60 

Involving all Staff in all Phases of 

IT Project Management
70 90 90 50 60 50 60 60 100 

Using the Outside Project Managers 10 20 30 10 50 20 40 60 30 

Electronic Communication Between 

Contractors and ITRC
20 90 70 90 90 100 70 80 100 

 
The key topics related to one of the scenarios are 

redesigning organization processes and the processes 
required to respond to stakeholder needs. 
Implementation of new office automation systems that 
have the ability to meet the needs of stakeholders is 
also considered as a scenario. One of the scenarios 
relies to change management that involves all related 
staff in implementing IT projects. 
As a scenario, ITRC can be used the outside 

managers that are empowered to manage, conduct and 
implement IT projects. Finally, electronic 
communication among contractors, executors, advisors 
in ITRC may have a positive impact on risk 
management in IT projects. Therefore, it is also 
considered as scenario.    
We conduct a series of meeting and interviews with 

ten experts who are familiar with enterprise risk 
management and IT risk management. Their opinions 
and judgments are obtained based on the amount of 
improvements in the maturity level of IT risk processes 
when implementing each scenario. The experts made 
the decisions based on their experiences on the similar 
works. Finally, the data are gathered and aggregated by 
some modifications. The final data which vary from 
zero to 100 percentages are reported in Table 1. The 
mentioned scenarios have a significant and positive 
impact on the maturity level of risk management 
processes. For example, implementing staff training 
scenario can increase the maturity level of RG2 
process by 90 percent. Further, implementing this 
scenario may increase the maturity level of remaining 
risk IT processes, i.e., RG1, RG3, RE1, RE2, RE3, 
RR1, RR2, and RR3, by 100, 100, 70, 100, 70, 90, 100, 
and 100 percentages, respectively.  
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4.2. The Synthesis of DEA Concepts for 

Performance Evaluation and Improvement 

The purpose of this paper is to select the best scenario 
(s) which improves the risk management processes in 
IT projects. To do so, DEA-based approach is adopted 
to measure the efficiency of scenarios. The proposed 
approach applies the DEA concepts to improve the 
maturity level of risk management processes in IT 
projects. Efficiency calculation using DEA models 
requires defining input and output variables and 
DMUs. Each scenario can be viewed as a DMU and 
each risk process can be considered as an output. Each 
scenario implementation can be increased the maturity 
level of risk processes; therefore, the risk processes can 
be viewed as output variables. Also, there are no 
explicit inputs in our problem. Therefore, one dummy 
input of 1 is considered for all the DMUs. Figure 2 
indicates how our problem can be defined in DEA 
terms. According to Figure 2, DEA-WEI model and 
DEA-WEI model without explicit inputs are proposed 
for performance measurement and improvement 
purposes. 
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Figure 2. Defining the problem in terms of DEA concepts. 

5. Results 

DEA-WEI Equation 3 is applied to the data presented 
in Table 1. Equation 3 should be solved for each 
scenario. For example, the following linear 
programming is solved for the first scenario with 
respect to Equation 3:  
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To assess the efficiency of the second scenario, just the 

objective function of the above model revises and the 

constraints do not change. Therefore, the efficiency of 

the second scenario can assess by solving the following 

linear program: 
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Finally, the efficiency scores of all scenarios are 

obtained by solving nine linear programing models, 

i.e., one linear programing model for each scenario. 

The DEA-WEI results are reported in the second and 

third columns of Table 2. According to the results, 6 

out of 9 scenarios (DMUs), i.e., staff training, purchase 

of equipment, redesigning ITRC processes, 

implementation of the new office automation system, 

involving all staff in all phases of IT project 

management and electronic communication between 

contractors and ITRC, receive the efficiency score of 1. 

Therefore, DEA-WEI Equation 3 cannot discriminate 

all efficient DMUs and provide full ranking vector of 

DMUs. To alleviate this problem, AP DEA-WEI 

Equation 4 is solved for each efficient scenario. As an 

example, we must eliminate the first constraint that 

bounds the efficiency score, namely constraint (5-2) in 

this case, to measure the AP efficiency score of the 

efficient scenario 1. It is performed by solving the 

following model. 

Table 2. DEA results. 

DMUs 
Results of Equation 3 Results of Equation 4 

Efficiency Rank Efficiency Rank 

Staff Training 1 1 1.4865 1 

Purchase of Equipment  1 1 1.1029 4 

Changing Central Structure 0.9074 7 0.9074 7 

Outsourcing ITRC Projects 0.9 8 0.9 8 

Redesigning ITRC Processes  1 1 1.2113 2 

Implementation of New Office 

Automation Systems 
1 1 1 5 

Involving all Staff in all Phases of 

IT Project Management  
1 1 1 5 

Using the Outside Project Managers  0.6 9 0.6 9 

Electronic Communication between Contractors 

and ITRC  
1 1 1.1393 3 
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The related results of solving Equation 4 are presented 

in the fourth and fifth columns of Table 2. As it shows, 

the staff training scenario is achieved the maximum 

efficiency score that is 1.4865. Redesigning ITRC 

processes and electronic communication between 

contractors and ITRC are two next scenarios that 

receive the maximum efficiency scores among 

scenarios. Their efficiency scores are 1.2113 and 

1.1393, respectively. The last column presents the 

ranking vector of DMUs.  

Since, the resources are limited in Information and 

Communication Technology (ICT) sectors, selecting 

and implementing appropriate scenarios are very 

important in strategic environment [11]. Therefore, 

ITRC selects one or some of the best scenarios 

considering the IT budget limitations. For example, 

when the staff training scenario is accepted for 

implementation, ITRC should be trained its staff 

regarding RG, risk analysis and RR practices. 

With respect to RG domain, all staff in risk 

management positions should be trained in critical risk 

(5) 

(6) 

(7) 
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management techniques (e.g., standard risk analysis 

techniques, crisis management, project management, 

skills of people [audit, etc.,] to detect when something 

IT-related is amiss). Risk awareness training should be 

included situations and scenarios beyond specific 

policy and structures and promoted a common 

language for communicating risk. All staff in risk 

management positions should be trained in IT risk 

assessment, IT risk tolerance thresholds, IT risk aware 

culture, effective communication of IT risk, and 

enterprise risk practices. 

With respect to RE domain, RE training should be 

performed based on an agreed upon plan and informal 

training on the job occurs. RE training includes 

techniques beyond minimum policy and common tools 

to determine the business relevance of risk factors. 

Enterprise risk managers and business processes 

owners receive targeted IT risk analysis training and 

the training on how to collect data on the operating 

environment and risk events, maintain and support risk 

profile, estimate IT risk, identify RR options and 

develop IT risk indicators. 

With respect to RR domain, employees should be 

periodically trained in IT-related threats, risk scenarios 

and controls relevant to their roles and responsibilities. 

RR training should be provided on the basis of an 

agreed-upon plan, and informal training occurs on the 

job. Enterprise risk managers and business process 

owners and related staff in risk management positions 

should be trained on how to communicate IT risk 

analysis results, report IT risk management activities 

and state of compliance, interpret independent IT 

assessment findings, identify IT-related opportunities, 

monitor operational alignment with risk tolerance 

thresholds, respond to discovered risk exposure and 

opportunity, implement controls, report IT risk action 

plan progress, react to events, maintain incident 

response plans, monitor IT risk, initiate an incident 

response, communicate lessons learned from risk 

events. 

6. Concluding Remarks 

Managing IT projects require more complex practices 

than those of traditional projects, since the traditional 

projects produce physical and tangible outputs while 

the outputs of IT projects are qualitative and 

intangible. Moreover, structured and organized ways 

exist to manage traditional projects while these ways 

may not be applicable to all aspects of IT projects. 

Therefore, the need for risk management is widely 

recognized in IT projects and performing risk 

management plays an important role in fulfilment of IT 

projects. In this paper, the most recent risk IT 

framework introduced by ISACA [22] is adopted to 

develop our proposed approach. Several scenarios are 

designed to improve the maturity level of the existing 

risk IT processes in the ITRC organization. Moreover, 

two DEA models are modified in the context of our 

problem and then applied to evaluate the designed 

scenarios in the ITRC organization. 
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