Data Mining Perspective: Prognosis of Life Style on Hypertension and Diabetes

Abdullah Aljumah and Mohammad Siddiqui
College of Computer Engineering and Sciences, Salman bin Abdulaziz University, KSA

Abstract: In the present era, the data mining techniques are widely and deeply useful as decision support systems in the fields of health care systems. The proposed research is an interdisciplinary work of informatics and health care, with the help of data mining techniques to predict the relationship among interventions of hypertension and diabetes. As the study shows persons who have diabetes can have chances of hypertension and vice versa. In the present work we would like to approach the lifestyle intervention of hypertension and diabetes and their effects using data mining. Life style intervention plays a vital role to control these diseases. The intervention includes the risk factor like diet, weight, smoking cessation and exercise. The regression technique is used in which dependent and Independent Variables (IV) are defined. The four interventions are treated as (IV) and two diseases hypertension and diabetes are Dependent Variables (DV). We have established the relationship between hypertension and diabetes, using the data set of Non Communicable Disease (NCD) report of Saudi Arabia, World Health Organisation’s (WHO). The Oracle Data Miner (ODM) tool is used to analyse the data set. Predictive data analysis gives the result that interventions weight control and exercise have the direct relationship between them in both the diseases.
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1. Introduction

The statistics state that Saudi Arabia is one of the highest numbers of patients of diabetes and hypertensions, the Non Communicable Disease (NCD) data indicates an alarming increase in the incidence and prevalence of diabetes and hypertension [1]. Researchers have to think to control these diseases and to give their possible solutions. Diabetes mellitus and hypertension are interrelated diseases that strongly predispose an individual to atherosclerotic cardiovascular disease [11]. Many researchers have defined the term data mining. It is an analysis of observational data sets to find the hidden relationships and to summarize the data in novel ways that are worth to data owner. Data mining gain novel and deep insights of datasets that can support to decision making. Data mining applications is in various sectors of real world. One of the renowned applications is health care knowledge management which is widely used in clinical system. The obtained knowledge from data mining can be applied to sort out health care issues and to serve the patients in better way.

Proposed research work provides an overview of this emerging field, with the aim of clarifying how data mining techniques are applicable on healthcare analysis to predict the relevance of modes of diabetic and hypertension interventions. For the past few years, the ‘data mining’ technique steadily has been increased in the medical and clinical diagnostics.

In this paper, we give a methodological review of data mining, focusing the analysis process using regression technique to establish the interrelationship between hypertension and diabetic interventions control.

The latest survey reveals that the patients of hypertension and diabetes have been dramatically increased in Saudi Arabia and reports show that they have gained epidemic form [22].

1.1. Interventions of Hypertension and Diabetes

The important aspect is prediction of interrelationship between hypertension and diabetes. As mentioned in World Health Organisation’s (WHO) NCD report of Ministry of Health, Saudi Arabia [23] following are the four types of interventions selected in common in both the diseases which are causing explosive and alarming disease level, which are pictorially presented below in Figure 1.

Figure 1. Hypertension and diabetes with common interventions.

2. Related Works

The literature survey is rich in hypertension and diabetes interventions. This proposed work shows various models for each type of diabetic intervention and analysis is carried out using classification based
data mining technique [2]. The dataset was studied and analyzed to identify effectiveness of different treatment types for different age groups, five age groups are consolidated into two age groups, that are denoted as $p(y)$ and $p(o)$ for the young and old age groups, respectively [1]. In this study, analysis is divided into three different focuses based on the patient’s healthcare costs and examine whether more complex analytical models using several data mining techniques in SAS® Enterprise Miner™ 7.1 can better predict and explain the causes of increasing diabetes in adult patients in each cost category. The preliminary analysis shows that high blood pressure, age, cholesterol, adult BMI, total income, sex, heart attack, marital status, dental checkups and asthma diagnosis are among the key risk factors [17]. The investigation was carried out on the data sets of NCD risk factors, a standard report of Saudi Arabia 2005, in collaboration with WHO with the help of the Oracle Data Miner (ODM), the data sets for different age groups in case of blood pressure intervention for hypertension for male using different modes had been studied. The age group was in between of 15 years to 64 years [3]. In another investigation recommendations were given for aggressive management of hypertension early to prevent its damaging consequences if left untreated. Public health awareness of simple measures, such as diet, exercise and avoiding obesity, to maintain normal arterial blood pressure need to be implemented by health care providers [4].

The diabetes in Saudi Arabia had been investigated and found that the overall prevalence of diabetes adult patients in KSA is 23.7%, the study further recommends a longitudinal study to demonstrate the importance of modifying risk factors for the development of diabetes and reducing its prevalence in KSA [5]. In another work, concentrated on dietary changes of patient and served it as an initial treatment before drug therapy. In those hypertensive patients already on drug therapy, lifestyle modifications, particularly a reduced salt intake, can further lower BP. The current challenge to healthcare providers, researchers, government officials and the general public is developing and implementing effective clinical and public health strategies that lead to sustained dietary changes among individuals and more broadly among whole populations [6]. They illustrate a two-phase analysis procedure to simultaneously predict hypertension and hyperlipidemia. Common risk factors of these diseases picked up by data mining and majority vote. This study uses common risk factors to build MARS predictive models for hypertension and hyperlipidemia [8]. In another, study the recommends the intake of weight reducing diet, regular exercise and restrict alcohol and salt intake for effectiveness of lifestyle interventions for hypertension management [9]. Cigarette smoking, obesity and sedentary life style are known to increase risk of coronary and other vascular disease. Yet eliminating, or reducing, these risk factors through lifestyle modifications are a significant challenge to patients and their physicians.

When applying this paradigm to exercise, physicians can motivate patients by making them aware of the benefit of even moderate levels of activity, outlining a specific exercise program and setting appropriate goals and following up on their patient’s progress. Studies show that physicians can have a major positive impact on smoking cessation merely by asking patients are advised to quit smoking. Dietary intervention should be tailored to individual patients, their food preferences and ethnic backgrounds [20]. Diabetes mellitus and hypertension are interrelated diseases that strongly predispose an individual to atherosclerotic cardiovascular disease [10]. Georga et al. [11] have used machine learning approach to the prediction of daily glucose time series as well as of hypoglycemic event, which relies on support vector and Gaussian process for regression.

This paper describes the analysis of a database of diabetic patient’s clinical records and death certificates. The objective of the study was to find rules that describe associations between observations made of patients at their first visit to the hospital and early mortality. Pre-processing was carried out and a Knowledge Discovery in Databases (KDD) package, developed by the Lanner Group and the University of East Anglia, was used for rule induction using simulated annealing. The most significant discovered rules describe an association that was not generally known or accepted by the medical community; however, recent independent studies confirm their validity [16].

In this paper, the rapid miner tool had used to analyze a Pima Indians diabetes data set, which collects the information of patient’s with and without developing diabetes. The discussion follows the data mining process. The focus will be on the data preprocessing, including attribute identification and selection, outlier removal, data normalization and numerical discretization, visual data analysis, hidden relationships discovery and a diabetes prediction model construction [12].

In this study, in case of diabetic patients the classification and regression tree approach is used to analyze the data sets [7]. Data mining had been done between the relationships in diabetes data for efficient classification. The data mining methods and techniques will be explored to identify the suitable methods and techniques for efficient classification of Diabetes dataset and in mining useful patterns. A classification rate of 91% was obtained for C4.5 algorithm [15].

In this paper, a wrapper based approach that integrates multi objective genetic algorithms and the target learning algorithm is presented in order to evolve optimal subsets of discriminatory features for robust pattern classification. In the training phase the multi objective genetic algorithms is used to find a subset of relevant attributes that minimizes both classification error rate and size of the classifier discovered by the classification algorithm, using the Pareto dominance approach. Two different classifiers were compared in this study using genetic feature
subset selection: Decision tree, a feed forward neural network. Moreover, two different MOGAs namely elitism-based MOGA and Non-dominated sorting genetic algorithm have been employed separately in the training phase. Experimental results reveal that both of these proposed variants of MOGA combined with classifiers namely decision trees/FFNN yield improved classification performance and reduced classification time as compared to standard classifiers namely decision trees decision tree or standard feed-forward networks. Moreover, NSGA performs better than the elitism based approach in terms of classification time [13]. In work the guidelines emphasize the importance of lifestyle interventions like diet, weight control, smoking cessation and regular exercise, which are simultaneously effectively reducing blood pressure and the associated cardiovascular risk [14]. This study compared two traditional classification methods (logistic regression and fisher linear Discriminant analysis) and four machine-learning classifiers (neural networks, support vector machines, fuzzy c-mean and random forests) to classify persons with and without diabetes [18].

3. Material and Methods

3.1. Data Collection

The data repository for this study was sourced from the WHO, NCD risk factor, a standard report of ministry of health, Saudi Arabia, 2005 WHO, NCD risk factor, standard report of ministry of health, Saudi Arabia [23]. This is publicly available dataset on the internet.

The report broadly includes the medical history of high blood pressure, diabetes, hypertension, obesity, etc., the present investigation focussed on the exploring the hidden pattern and trends of risk factors of hypertension and diabetes dataset for male patients. The dataset of these two diseases are taken because of their rapidly increasing rate.

3.2. Schema Design

As shown in Figure 2. Eight tables have been designed four tables for hypertension and four tables for diabetes in Oracle database named as ‘hyp_diet’, ‘hyp_weight’, ‘hyp_smoke_cessation’, ‘hyp_exercise’ for hypertension and ‘diab_diet’, ‘diab_weight’, ‘diab_smoke_cessation’, ‘diab_exercise’ for diabetes respectively.

Each table indicates the mode of hypertension and diabetes disease intervention among patients in Kingdom of Saudi Arabia. Six attributes are in each table (sr_no, age, N, small_n, Percentage, SE). The ‘sr_no’ indicates the serial number, which represent the unique identifier in the table (primary key), ‘age’ indicates the age of patients, ‘N’ indicates the total number of patient of each age group, ‘small_n’ column shows the number of patients whose interventions are normal, the percentage indicates the percent of hypertension and diabetic controlled patients by specific mode of interventions and ‘SE’ indicates the standard error. After schema design of eight tables, the diet interventions of both hypertension and diabetes disease are linked using primary key ‘sr_no’ in ODM followed same for weight, smoking cessation and exercise interventions.

![Figure 2. Schema design of dataset.](image)

3.3. Tools and Techniques

Numbers of data mining tools are available today with each having its own pros and cons. For the analysis of data set of NCD report of Saudi Arabia, we have chosen the tool ODM version 10.2.0.3.0.1; build 2007 for the mining activity that acts as a client and oracle 10g database release 10.2.0.3.0 as a database server. This software tool is highly appreciated for building the predictive model to find the hidden patterns. Henceforth, this research is based on regression techniques of data mining to investigate the intervention of these NCD diseases and established the relationship between the modes of intervention for both the diseases and their mutual effect.

3.3.1. Architecture of Model Designing

The processing blocks have been shown in the Figure 3.

![Figure 3. Architecture of model designing.](image)

- **Data Selection**: Choosing the desired dataset from the schema is one of the primary and crucial tasks, here the selection process is performed four times because we have four interventions.
- **Data Preparation**: At each selection process, it is to be performed to join the tables like diet of hypertension (hyp_diet) to diet of diabetes...
(diab_diabetes) through the common primary key based attribute sr_no and gives hyp_diab_diet as shown in Figure 2.

- Connection Establishment: In the present scenario, Oracle 10g database is server and ODM 10g is client, to connect the schema, ODM requires a set of privileges from the schema (SYSDBA) of server side.

- Regression Technique: It is a type of data mining technique that predicts a numeric value. The analysis used to model the relationship between one or more independent/predictor values and dependent/ response variable. It explains and predicts a Dependent Variable (DV) based on linear relationship with an Independent Variable (IV). The response variable is target value to be predicted and the regression task begins with a data set in which the target variable is known. In the present work the data set values of ‘percentage’ of patients in each mode of intervention. The IV is the interventions like diet, weight reduction, smoking cessation and exercise. The DV are the diseases hypertension and diabetes.

- Applied Algorithm. Support Vector Machine (SVM): SVM proposed by [19] is a novel approach for addressing classification problems. In its simplest linear form, an SVM is a hyperplane that separates a set of positive elements from a set of negative elements with the maximum interclass distance, of the so-called margin. In Figure 4 shows such a hyper plane with the associated margin. In Figure 4 the formula of SVM is stated as

\[ u = w^T x_i + b \]

where \( w \) is a normal vector (weight coefficient vector), \( x_i \) is the input vector and \( b \) is the bias/intercept term. Based on that, we can get the class \( u \) where \( u \) is 1 or -1. The distance between a training vector \( x_i \) and the boundary is called the margin.

\[ w^T x_i + b = 0 \]

In Figure 4 the formula of SVM is stated as \( u = w^T x_i + b \), where, \( w \) is a normal vector (weight coefficient vector), \( x_i \) is the input vector and \( b \) is the bias/intercept term. Based on that, we can get the class \( u \) where \( u \) is 1 or -1. The distance between a training vector \( x_i \) and the boundary is called the margin. According to the original theory by [19], we want to find the margin \( m \) where \( w^T x_i + b \geq 1 \) for all \( x_i \in P \ w^T x_i + b \leq -1 \) for all \( x_i \in N \) and in order to separate the elements which are in a positive or a negative class. SVM algorithm finds the weight vector and its implementation in various fields, like biomedical and prognosis problems. SVM uses an epsilon-insensitive loss function to solve regression problems. SVM regression tries to find a continuous function such that the maximum number of data points lie within the epsilon-wide insensitivity tube. Predictions falling within epsilon distance of the true target value are not interpreted as errors. The epsilon factor is a regularization setting for SVM regression. SVM algorithm is used to predict outcomes based on text data. The regression model is build by SVM by using one of two available kernels, linear or Gaussian. The linear kernel omits the nonlinear transformation altogether so that, the resulting model is essentially a regression model.

- Prediction: The last episode of whole process is what will be the outcome, to be precise predictions are. It is obtained through the regression technique. Oracle data mining builds and applies data mining models inside the Oracle Database, results are immediately available and this process is termed as knowledge deployment.

4. Data Analysis

In the analysis of dataset, ODM version 10.2.0.3.0.1; build 2007 had been used for the data mining activity. The ODM tool acts as a client and oracle 10g database release 10.2.0.3.0 acts as a server. The main advantage of using ODM is all data mining processing occurs within the Oracle database. Since, both ODM and Oracle database are the products of Oracle Corporation it’s easy to establish the connection between the ODM clients and database server. Another important aspect of ODM is that, we get secured and stable data management which enhance the accuracy of result.

In the present analysis shown in Figure 5 the target attribute is ‘percent’ that explains number of patients get cure, based on the target attribute it gives the predictive results.

The below Tables 1, 2, 3 and 4 show the output prediction for each risk factor i.e., diet, weight, smoke cessation and exercise.

The column of Tables 1, 2, 3 and 4 illustrates:

- **Sr**: Serial number a primary key attribute.
- **Age**: Age of patients.
• N1: Number of diabetic patients.
• S1: Number of intervene diabetic patients.
• SE1: Standard error for diabetic patients intervenes.
• %1: Percentage of intervene diabetic patients.
• N2: Number of hypertension patients.
• S2: Number of intervene hypertension patients.
• SE2: Standard error for hypertension patients intervene.
• %2: Percentage of intervene hypertension patients.
• P: Prediction.

Table 1. Predictive value of diet in hypertension and diabetes.

<table>
<thead>
<tr>
<th>Sr</th>
<th>Age</th>
<th>N1</th>
<th>S1</th>
<th>SE1</th>
<th>%1</th>
<th>N2</th>
<th>S2</th>
<th>SE2</th>
<th>%2</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15-24</td>
<td>10</td>
<td>2</td>
<td>13</td>
<td>19.7</td>
<td>11</td>
<td>3</td>
<td>12.7</td>
<td>27.2</td>
<td>48.2</td>
</tr>
<tr>
<td>2</td>
<td>25-34</td>
<td>19</td>
<td>2</td>
<td>6.8</td>
<td>10.8</td>
<td>13</td>
<td>9</td>
<td>13.3</td>
<td>69.8</td>
<td>52</td>
</tr>
<tr>
<td>3</td>
<td>35-44</td>
<td>35</td>
<td>21</td>
<td>9.5</td>
<td>60.4</td>
<td>70</td>
<td>40</td>
<td>7.3</td>
<td>56.6</td>
<td>56.9</td>
</tr>
<tr>
<td>4</td>
<td>45-54</td>
<td>77</td>
<td>45</td>
<td>6.6</td>
<td>25.7</td>
<td>130</td>
<td>88</td>
<td>8.8</td>
<td>97.8</td>
<td>67.4</td>
</tr>
<tr>
<td>5</td>
<td>55-64</td>
<td>99</td>
<td>52</td>
<td>8.5</td>
<td>53</td>
<td>142</td>
<td>88</td>
<td>6</td>
<td>62.2</td>
<td>69</td>
</tr>
</tbody>
</table>

Table 2. Predictive value of weight in hypertension and diabetes.

<table>
<thead>
<tr>
<th>Sr</th>
<th>Age</th>
<th>N1</th>
<th>S1</th>
<th>SE1</th>
<th>%1</th>
<th>N2</th>
<th>S2</th>
<th>SE2</th>
<th>%2</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15-24</td>
<td>10</td>
<td>2</td>
<td>13.7</td>
<td>27.3</td>
<td>11</td>
<td>2</td>
<td>13.7</td>
<td>19.7</td>
<td>40.07</td>
</tr>
<tr>
<td>2</td>
<td>25-34</td>
<td>19</td>
<td>2</td>
<td>1.2</td>
<td>40.7</td>
<td>13</td>
<td>5</td>
<td>10.4</td>
<td>27</td>
<td>40.84</td>
</tr>
<tr>
<td>3</td>
<td>35-44</td>
<td>35</td>
<td>21</td>
<td>0.1</td>
<td>37.2</td>
<td>70</td>
<td>17</td>
<td>5.1</td>
<td>48.5</td>
<td>43.05</td>
</tr>
<tr>
<td>4</td>
<td>45-54</td>
<td>77</td>
<td>45</td>
<td>5.8</td>
<td>41.4</td>
<td>130</td>
<td>26</td>
<td>5.3</td>
<td>35.4</td>
<td>39.14</td>
</tr>
<tr>
<td>5</td>
<td>55-64</td>
<td>99</td>
<td>52</td>
<td>3.8</td>
<td>29.4</td>
<td>142</td>
<td>39</td>
<td>7.8</td>
<td>39.7</td>
<td>40.52</td>
</tr>
</tbody>
</table>

Table 3. Predictive value of smoke cessation in hypertension and diabetes.

<table>
<thead>
<tr>
<th>Sr</th>
<th>Age</th>
<th>N1</th>
<th>S1</th>
<th>SE1</th>
<th>%1</th>
<th>N2</th>
<th>S2</th>
<th>SE2</th>
<th>%2</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15-24</td>
<td>10</td>
<td>2</td>
<td>11.9</td>
<td>20.1</td>
<td>11</td>
<td>3</td>
<td>16.2</td>
<td>32.3</td>
<td>13.60</td>
</tr>
<tr>
<td>2</td>
<td>25-34</td>
<td>19</td>
<td>2</td>
<td>9.4</td>
<td>15.6</td>
<td>13</td>
<td>2</td>
<td>7.3</td>
<td>10.8</td>
<td>16.99</td>
</tr>
<tr>
<td>3</td>
<td>35-44</td>
<td>35</td>
<td>13</td>
<td>4.3</td>
<td>18.7</td>
<td>70</td>
<td>4</td>
<td>5.5</td>
<td>11.7</td>
<td>18.20</td>
</tr>
<tr>
<td>4</td>
<td>45-54</td>
<td>77</td>
<td>20</td>
<td>3.6</td>
<td>15</td>
<td>130</td>
<td>13</td>
<td>4.4</td>
<td>16.7</td>
<td>15.49</td>
</tr>
<tr>
<td>5</td>
<td>55-64</td>
<td>99</td>
<td>14</td>
<td>2.6</td>
<td>9.8</td>
<td>192</td>
<td>10</td>
<td>7.2</td>
<td>15.3</td>
<td>15.29</td>
</tr>
</tbody>
</table>

Table 4. Predictive value of exercise in hypertension and diabetes.

<table>
<thead>
<tr>
<th>Sr</th>
<th>Age</th>
<th>N1</th>
<th>S1</th>
<th>SE1</th>
<th>%1</th>
<th>N2</th>
<th>S2</th>
<th>SE2</th>
<th>%2</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15-24</td>
<td>10</td>
<td>6</td>
<td>15.3</td>
<td>52.8</td>
<td>11</td>
<td>3</td>
<td>16.2</td>
<td>32.3</td>
<td>40.11</td>
</tr>
<tr>
<td>2</td>
<td>25-34</td>
<td>19</td>
<td>5</td>
<td>11.9</td>
<td>22.9</td>
<td>13</td>
<td>6</td>
<td>10.2</td>
<td>33.3</td>
<td>41.57</td>
</tr>
<tr>
<td>3</td>
<td>35-44</td>
<td>35</td>
<td>32</td>
<td>4.3</td>
<td>13.6</td>
<td>70</td>
<td>13</td>
<td>7.9</td>
<td>36.9</td>
<td>45.42</td>
</tr>
<tr>
<td>4</td>
<td>45-54</td>
<td>77</td>
<td>55</td>
<td>8.2</td>
<td>17.2</td>
<td>130</td>
<td>23</td>
<td>5.6</td>
<td>29.9</td>
<td>41.82</td>
</tr>
<tr>
<td>5</td>
<td>55-64</td>
<td>99</td>
<td>44</td>
<td>3.3</td>
<td>20.7</td>
<td>142</td>
<td>28</td>
<td>5.4</td>
<td>27.9</td>
<td>40.66</td>
</tr>
</tbody>
</table>

The ODM tool has been accurately imposed over the analysis of dataset. The predicting results are shown in Tables 1, 2, 3 and 4 as an attribute name ‘P’. The value of ‘P’ of all four risk factors are logical that makes medical perspective that gives clinically meaningful information. The usage of data mining in medical data analysis is increasing. The present data analysis explores the hidden pattern of interrelationship between hypertension and diabetes.

5. Discussion

The current research work relates data mining to medical informatics in the terms of life style intervention on hypertension and diabetes and what are their relationships among them. Four models have been designed to establish the relationship among these two disease using regression techniques.

This is a statistical analysis for predicting the accuracy of the life style intervention of diabetes and hypertension. In the present investigation, SVM algorithm has been adopted to predict the risk factors. Separately analysing the prediction of risk factors has shown in Figure 6 from Tables 1, 2, 3 and 4 all four common risk factors of hypertension and diabetes. The different life style interventions are compared for each age group. Hypertension and diabetes have a strong relationship; diabetes mellitus and hypertension are common diseases that coexist at a greater frequency than that of individual prediction [11].

Risk factor Diet has the highest prediction value as compare to other risk factors especially it has the better outcome in the age group of more than 55 years. Diet intervention in both, to be kept under control, otherwise this may lead to Cardiovascular Diseases (CVD) and other artheroscleroses.

Over weight is the complex problem in health that cause increases the rating of hypertension and diabetes both. In the data analysis section 4 results shows the prediction of risk factor weight is same for age group 15-24, 25-34 and 55-64 is 40. For age group 45-54 the prediction value is 39, at last for age group 35-44 it predictive value is 43.

Fortunately, lifestyle changes including weight management often improve the risk factors associated with hypertension and diabetes.

The result about smoking cessation has different from other risk factors; smoking cessation has a role in the hypertension and diabetes. However, smoking cessation has vital role in pulmonary diseases like Tuberculosis. The smoking intervention modification does not have linear relation with the hypertension and diabetes. However, smoking cessation adds to the interventions to control the diabetes and hypertension it is always recommended to quit the smoking habit in the daily routine [21]. The risk factor exercise, predictive value is rated as 40 for all five age group and it is highly recommended to all type of age groups. Again, the life style modifications recommended for diabetes are very similar to those for hypertension and diabetes.

6. Conclusions

The aim of this study is to investigate the interrelationship between hypertension and diabetes risk factors using SVM based data mining technique. As both have the alarming prevalence in country Saudi Arabia. Present paper focus on the lifestyle modification and to adopt common intervention of both diseases in their daily routine, so that the diseases
can be control. As per our predictive analysis, in section 4 we found that diet management have good prediction in all the age group and it is highly recommended that patients have to consult dietician for their diet modification or management. One more remarkable point in Table 5 and Figure 6 is that prediction of diet is directly proportional to the age group, as the age increases the prediction also increases. However, interventions weight and exercise have approximate prediction value and the result shows that both interventions are equal importance in both the diseases.

Table 5. Predictive values of risk factor hypertension and diabetes.

<table>
<thead>
<tr>
<th>Age</th>
<th>Predication of Interventions</th>
<th>Diet</th>
<th>Weight</th>
<th>Smoke Cessation</th>
<th>Exercise</th>
</tr>
</thead>
<tbody>
<tr>
<td>25-34</td>
<td>52</td>
<td>25-34</td>
<td>52</td>
<td>25-34</td>
<td></td>
</tr>
<tr>
<td>35-44</td>
<td>56</td>
<td>35-44</td>
<td>56</td>
<td>35-44</td>
<td></td>
</tr>
<tr>
<td>45-54</td>
<td>67</td>
<td>45-54</td>
<td>67</td>
<td>45-54</td>
<td></td>
</tr>
<tr>
<td>55-64</td>
<td>69</td>
<td>40</td>
<td>15</td>
<td>40</td>
<td></td>
</tr>
</tbody>
</table>
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