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Abstract: As new requirements arise, on one hand, from the increasing complexity of modern software systems and, on the 
other hand, from the distribution of today’s information economies, it has been recognized that the modularity and reusability 
provided by existing techniques and approaches are insufficient. Although, each paradigm has its own contribution in the 
software engineering field on the support of their proficiencies, due to the exceptional growth of the software industry, 
researchers continue to strive for more efficient and powerful techniques. Agents are being advocated as a next generation 
model for engineering complex and distributed systems. They facilitate the automated software testing by virtue of their high-
level decomposition, independency and parallel activation. Here, we address a set of more specific characteristics of agent-
based approach (modularity, independency and parallel activation) and its efficacy in software testing. In this paper, we did 
not only describe the claims for agent-based approach in software testing, but also developed a multi-agent system for 
software testing with agent qualities. The multi-agent system illustrated here is on the basis of few basic operational real-
world testing techniques, as an attempt to describe how to practice Agent-Oriented Software Testing (AOST) which has not 
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1. Introduction
Delivering high quality software for real-world 
applications is difficult. A wide range of software 
engineering paradigms have been recently devised (e. 
g., object-orientation [5, 25], component ware [20], 
design patterns [3, 10] and software architectures [3, 
11]) either to make the engineering process easier or to 
extend the complexity of applications that can feasibly 
be built [19]. As new requirements arise, on the one 
hand, from the increasing complexity of modern 
software systems, and on the other hand, from the 
distribution of today’s information economies, it has 
been recognized that the modularity and reusability 
provided by other techniques and approaches are 
insufficient. Although each paradigm has its own 
contribution in the software engineering field on the 
support of their proficiencies, due to the exceptional 
growth of the software industry, researchers continue 
to strive for more efficient and powerful techniques [5, 
19, 20]. Agents are being advocated as a next 
generation model for engineering complex and
distributed systems [14, 19, 20, 21]. 
Several approaches to agent-oriented software 

engineering have been developed, ranging from 
structured, informal methodologies, to formal ones [3]. 
The explanations of Agent-Oriented Software 
Engineering (AOSE) [5, 7, 13, 14, 19, 20] are lacking 
in details that would allow a software tester to decide 

easily how to ship to agent-based software testing. Due 
to the above claim, there has been comparatively little 
work on agent-based testing as a serious software 
engineering paradigm that can significantly enhance 
development in wide range of applications. These 
shortcomings can be rectified by recasting the essential 
components of agent systems into more traditional 
software engineering concepts [4, 7, 19]. Here we 
address a set of more specific characteristics of agent-
based approach (modularity, independency and parallel 
activation) and its efficacy in software testing.
Effective test automation can be achieved by 

dividing the testing components to a maximum 
possible limit and maintaining by different units with 
higher degree of independency [8, 12, 15, 29]. Agent 
technologies facilitate the automated software testing 
by virtue of their high-level decomposition, 
independency and parallel activation. In this paper, we 
did not only describe the agent-based approach in 
software testing, but also developed a multi-agent 
system for software testing with agent qualities. The 
multi-agent system illustrated here is on the basis of 
few basic operational real-world testing techniques, as 
an attempt to describe how to practice agent-based 
software testing, which has not previously done. The 
advantages of multi-agent systems are that they can 
compartmentalize specialized task knowledge, organize
them to avoid processing bottlenecks, and can be built 
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expressly to deal with dynamic changes in the agent 
environment [6]. 
Defining and classifying a relatively new 

phenomenon is always a difficult task to face the 
objections of basic definitions, arguments that 
important points have been overlooked, or claims that 
are not really new anyway [1, 7, 16, 19, 22, 23]. 
Bringing together agents and other fields of software 
engineeering might be difficult as the advantages of 
agent technology are still not widely recognized. The 
method discussed here is to offer a definition for 
encompassing to cover the software testing 
phenomena, based on agents, at the preliminary level, 
yet sufficiently tight that it can rule out complex 
systems that are clearly not agent-based. This paper 
therefore provides a timely summary and enhancement 
of agent theory in software testing, which motivates 
recent efforts in adapting concepts and methodologies 
for Agent-Oriented Software Testing (AOST) to 
complex systems.
This paper is organized as follows. Section 2 

describes the Multi-Agent System (MAS) for software 
testing. In section 3, experimental results are discussed. 
Finally, in section 4, conclusion and future 
perspectives are presented.

2. Construction of Multi-Agent System 
2.1. Background Information Needed
Definition 1: Let S be the MAS constructed for 
providing variety of testing  environments and  it 
can  be defined as, S = {D1, D2,…, DZ, S1, S2,…, SX..}, 
where D is the distributor agent, S is the testing agent 
and X is the number of testing agents and also the 
number of testing techniques available in the system. 
Let A be the set of agents needed for the product P and 
it can be defined as, A{DP, a1, a2, ..., ay}where y is the 
number of testing agents and also the number of testing 
techniques needed by the product P.
If there are multiple products to be tested 

simultaneously, then P and A can be extended as {A1, 
A2, …AH} and {P1, P2, …PH} respectively, where, H is 
the number of products to be tested simultaneously. In 
such cases, Aq ∩ Ar, where, 0< q, r ≤ H and q ≠ r. i. e.,
at any specific service duration, there is no single agent 
(distributor) or agent set (testing agent + clones) that 
can be shared by more thanone product simultaneously.
This improves the autonomous property and fault 
tolerance of the agents.
Sometimes the input to the distributor agent may 

also consist of time specification. i. e., Tp is the 
permitted time to complete the testing processes. In the 
testing agents in A, there will be the predicted values 
about the number of test cases to be formed and 
executed, and the average time for single test case 
execution (based on the program attributes such as data 
variables, statements, functions, independent paths, 
etc). Let Cj be the total number of test cases for aj, 0 < j 

≤ y. Let 
jg

t be the average test case generation time, 
je

t
be the average test case execution in aj and Tj is the 
total time to be spent in aj.

2.2. Multi-Agent System for Software Testing
2.2.1. Defining Agents’ Behavior
•••• Distributor Agent: Distributor agent D depends on 
the testing agents and their clones for the testing to 
be performed, or the testing resource to be made 
available. D can get the input as the combination of 
P, specification about A and an optional piece as Tp. 
Based on the specification about A, D can select the 
components of A from S and distribute the service 
based assignment to all of them. This decomposition 
and distributions allows one to apply alternative 
coordination mechanisms (such as cloning by testing 
agents, direct supervision of testing agents over their 
corresponding clones) and generating the decision 
parameters (such as Cj, Kj for clones generation and 
load scheduling) in order to achieve a literal MAS. 
The message from D to aj is a set of {P, Tp, 
specification about aj}. The response from aj to D, 
will consist of {environmental integrated reports 
(number of test cases, number of faults detected), 
specification about aj (type of testing technique)}.
The output of D consists of {specification about A
(suchas types of testing techniques)+ environmental 
integrated reports (number of test cases for each 
technique, number of faults detected, techniques 
based performance) + integrated test reports (total 
number of test cases, effort spent, total number of 
faults detected)}. The primary components and the 
information flow within and around the distributor 
agent are illustrated in the Figure 1.

•••• Testing Agent: The testing agents depend on the 
distributor agent to get the assignment with 
specifications. Also, they depend on their clones for 
the task to be performed within a precise time period 
that depends on the type of the task. Clones 
generation and load sharing are based on the time 
specification Tp supplied by D. So, the agents must 
estimate how long it would take them to complete 
the job that is assigned to them. For this, we can 
build a ‘predictor’ to make these estimates. There is 
still the issue of how the originating agent makes an 
estimate of the jobs completion time. The predictor 
can estimate number of different paths to be tested 
(basis path testing), number of data variables to be 
assessed (data flow testing), number of loops to be 
exercised (loop testing), number of conditions to be 
verified (control flow testing) [26]. Based on the 
above factors, the predictor can predict the number 
of test cases to be generated and executed and the 
time duration required forit [17, 18].The components 
and working principle of testing agent is explained 
in Figure 2.
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Figure 1. Information flow related with distributor agent.

a. Job Origination: The task assignments for the 
testing agents are to be delivered by the distributor 
D. After receiving the assignments from D, each 
agent can manage and control itself on a local 
dimension and interact directly with its clones to 
exchange, provide and receive services, data and 
knowledge. But the testing agents need not to 
communicate with each other. Similarly there is no 
interaction to be maintained between the clones of 
testing agents. The details are hidden to each other. 
Testing agents must have prediction modules to 
compute about Cj, Kj for test scheduling. The testing 
agents have independent options to be operated 
either in the testing mode or in the distributor mode 
and that should be based on the time parameter 
supplied by the distributor agent and the structural 
properties of the software being tested.

b. Testing Mode: In this mode, the testing agents will 
be performed to execute the test cases and at the 
end, send the technique specific integrated test 
report to D. Here aj needs to generate clones and A 
must be the subset of S. i. e.,  xy andSA  ≤∈ . 
This is explained in the step-3.2. in the cloning 
algorithm. In this mode, the total time to be spent in 
aj can be calculated as in equation (1) as follows.

)(
jj egjj ttCT +∗=                      (1)

c. Distributor Mode: The clones of any agent must be 
controlled by their respective parent agents. i. e., all 

testing agents (except clones) must be capable 
enough to act as a distributor and as a load 
scheduler for their respective clones. The message 
from aj to its clones might be a set of {P or part of P 
+ specification about acj}. After the completion of 
assigned task to the clones, the response 
transmission to the parent agent will consist of 
{Reference to Partial P + specification about acj + 
Individual test Results}. Then the parent agent will 
collect the individual test results from its clones and 
will generate the integrated test report for any 
particular testing environment. This mode is 
explained in the step-3.3 in the cloning algorithm. In 
this mode, the testing agent aj can be defined as, 

},........,,{ 121 −=
jjKjjjj acacacaa where Kj

indicates the total number of agents in the specific 
testing environment. Kj-1 denotes the number of 
cloning agents for testing purpose only and the 
remaining one aj (testing or parent agent) will act as  
environmental distributor (distributor only for 
specific testing technique) not as D. If any agent aj 
is overloaded, the load must be shared by multiple 
identical agents. i. e., aj must be cloned as ac1, ac2, 
and so on. Here, A needs not to be the subset of S. i.
e.,  xy but SA ≤∉ . The total time to be spent for 
testing can be calculated by using equation (2) as 
follows.

)tt()K/C(T
jj egjjj +∗=    (2)

EWI: External World Interface, i. e., interface with the users.
IWI: Internal World Interface, i. e., interface with other system components.
ITR: Integrated Test Report, i. e., consolidated output from the distributor.
ETR: Environmental Test Report, i. e., technique based output from the Individual testing agent.
.Information flow inside the agent :ــــــــ
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2.2.2. Cloning of Agents
All the clones of a particular agent are identical in that 
they have exactly same behavior. Each principle 
partner (clone) can manage and control itself on a local 
dimension and interact directly with its originator to 
exchange, provide and receive services, data and 
knowledge. The structure of the agent is the reduced 
version of testing agent, which only consists of the 
‘testing section’ and ‘test result integrator’ as in the 
testing agent.
Effect of Cloning: The addition of testing agents 

improves the adequacy criteria and enhances the defect 
detection rate with corresponding increment in the 
number of test cases. The addition of clones for 
particular environment will reduce the total processing 
time but there will be an increment in the number of 
testers in the manual testing. Of course, if one adds 
more agents (clones) in a particular environment, then 
the system throughput will always improve irrespective 
of the type of testing – either manual or automated.
The cloning process can be done based on either Tp or 
units (classes) components, packages, etc. For the 
remainder of the simulation runs in this paper, the 
cloning process is based on the number of units 
(classes).

2.2.3. Request Negotiation Algorithm
Definition 2: With respect to the product Pq which is to 
be tested, the required set of agents can be defined as:
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Where the following hold:
• Pq: Is the product to be tested and F is the total 
number of requests waiting in the request queue for 
service. On the arrival of new requests, the request 
queue will be updated automatically and the count F 
also will be updated as F = F + 1.

• H: Is the number of products to be tested 
simultaneously.

• For successful service, i. e., agents allocation for the 
product Pq, 

qP
A must be less than or equal to I, 

where I is the set of agents that are idle. i. e., not 
participated in the current service.

• auj: Is the one of the testing agent of the product u in 
H and acuj… is the one of the clone of auj.

• Kuj: Is the total number of agents in the particular 
testing environment of u and Kuj-1 denotes the 
number of clones of auj (aj of the product u).

Figure 2. Information flow related with testing agent
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Request negotiation algorithm is explained as follows:

1. Initialization
1.1.  I = S, H = 0, q = 0.
1.2.  Receive the new requests and set F with 

appropriate value.
2. 2.1. q = q + 1.
2.2. Get Request (Pq).
2.3. Define 

qP
A as in (3).

2.4. If  IA
qP
≤ ,

       2.4.1. Allocate agents for the product Pq
                as defined in the step-2.3.
2.4.2. Update I as

qP
AII −= .

       2.4.3. H = H + 1.
2.4.4. Update F as 

  F = F – Request (Pq)
2.5.  If ,P IA

q
> Request (Pq) cannot be 

processed temporarily. Goto step-3.
3.  If q > F, q = 0.

       4.  If 0≠F , then goto the step-2.1.
       5.  Stop the process.

3. Experimentation and Analysis
The minimal version of the proposed framework is 
constructed and tested in a LAN set up in the concept 
proving stage [3]. The test samples are implemented in 
C++ as experimental projects by two different teams. 
Team 1 consists of four students and headed by an 
academician and the team 2 consists of four students 
and headed by a software developer. For each version 
of the same project, the number of test cases is defined 
as a fixed package for a particular testing technique.
As said earlier, the framework is constructed on the 

basis of few basic operational real-world testing 
techniques, as an attempt to describe how to practice 
agent-oriented software testing. The experiment was 
carried out in different environments (testing 
techniques) namely loop testing (testing loops only), 
condition testing (testing conditions only) and data 
flow testing (testing data variables only).
The significance of the proposed framework can be 

realized by analyzing the experimental values of total 
number of test cases for each technique (Cj), time spent 
for particular testing technique (Tj), errors found (Ej) 
by using Cj, and the number of agents/persons involved 
in particular testing Kj from the Table 1. In this 
minimal version, the clone generation is based on the 
number of classes (one class-one agent) and not based 
on Tp.
From the estimates and observed values, the 

primary advantages of the agent-decomposition, 
independency and parallel activation are realized. 
From the estimates of Cj, Tj, Ej and Kj-1 under 
different situation, it is observed that the reliability of 
the software can be enhanced by applying the 

framework and considerable amount of time can be 
saved which will be needed as the software approaches 
shipping without any degradation with respect to the 
reliability of the software irrespective of number of 
technical persons involved.

Table 1. Test samples description and test reports.

Type of Projects

Game Editor
Laboratory 
Experimental 

Pack

Medical 
Image 
Analysis 
Tool

Test Statistics

Team
1

Team
2

Team
1

Team
2

Team
1

Team
2

Team
1

Team
2

Size in LOC 400+ 500+ 700+ 700+ 1600+ 1800+ 2500+ 2500+

Cj 45 55 90 95 170 185 240 265
Tj
in 
hrs

5.5 8.0 13.0 14.0 25.0 28.0 36.0 40.0

Ej 18 25 27 25 31 33 31 36

W
ith
ou
t M
A
S

Kj 1 1 1 1 1 1 1 1
Cj 45 55 90 95 170 115 240 265
Tj
in 
hrs

1.5 2.0 2.25 2.25 2.0 2.25 2.25 2.5

Ej 25 26 28 26 36 39 37 42

T
yp
e 
of
 T
es
tin
g

(L
oo
p 
Te
st
in
g)

W
ith
 M
A
S

Kj 3 3 4 4 10 10 12 12
Cj 69 84 114 123 294 336 414 438
Tj
in 
hrs

8.5 10 15 17 45 50 66 78

Ej 18 23 38 36 58 64 24 26

W
ith
ou
t M
A
S

Kj 1 1 1 1 1 1 1 1
Cj 69 84 114 123 294 336 414 438
Tj
in 
hrs

2.25 2.5 3.0 3.25 3.5 4.25 4.5 5.5

Ej 21 25 45 48 69 76 31 37

T
yp
e 
of
 T
es
tin
g

(C
on
di
tio
n 
Te
st
in
g)

W
ith
 M
A
S

Kj 3 3 4 4 10 10 12 12
Cj 28 34 48 51 82 89 117 121
Tj
in 
hrs

4 5.25 6.5 7.0 10.0 12.0 15.0 16.0

Ej 18 24 19 26 29 35 42 46

W
ith
ou
t M
A
S

Kj 1 1 1 1 1 1 1 1
Cj 28 34 48 51 82 89 117 121
Tj
in 
hrs

1.0 1.25 1.25 1.5 1.0 1.25 1.0 1.0

Ej 19 29 23 27 34 37 52 53

T
yp
e 
of
 T
es
tin
g

(D
at
a 
Fl
ow
 T
es
tin
g)

W
ith
 M
A
S

Kj 3 3 4 4 10 10 12 12

4. Conclusion
The multi-agent system presented here is systematic 
and it does illustrate its effectiveness in selecting the 
appropriate assignment based on requirements. This 
methodology rests on the idea of building a conceptual 
model that is incrementally refined and it can be 
extended from other existing models of other fields of 
software engineering. The arguments and results 
support that the agent models fit better for testing the 
complex software systems. This allows the system to 
perform better than the existing non-agent systems in 
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the face of high throughput. The interpretations offered 
here concentrate on necessary, rather than sufficient 
conditions, so that they can be extended. Other related 
work includes developing distributed algorithms for 
reorganizing when goals are not being met by the 
agents in the systems.
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