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Abstract: In this paper, we propose an intrusion detection method that combines rough sets theory and fuzzy c-means for 
anomaly detection. The first step consists of attribute selection which is based on rough set theory for each of the 5 classes of 
intrusions in the Defense Advanced Research Projects Agency (DARPA) data is identified. The next phase is clustering by 
using fuzzy c-means; we are using rough sets for cleaning and to filtering out redundant, spurious information. Fuzzy c-means 
allow objects to belong to several clusters simultaneously, with different degrees of membership. Our method is an accurate 
model for handling complex attack patterns in large networks. We used data set from 1999 Knowledge Discovery and Data 
mining (KDD) intrusion detection contest. The main goal of this paper is to apply this method to increase the efficiency of a 
given intrusion detection model and to be able to reduce the data set by looking for overlapping categories and also to filter in 
the desired ones.
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1. Introduction
Networks today face an unprecedented range of threats 
and vulnerabilities. The risks have never been greater, 
and the penalties have never been more severe. 
Computer security is defined as the protection of 
computing systems against threats to confidentiality, 
integrity, and availability. Confidentiality (or secrecy) 
means that information is disclosed only according to 
policy, integrity means that information is not 
destroyed or corrupted and that the system performs 
correctly, availability means that system services are 
available where they are needed [2]. An Intrusion 
Detection System (IDS) is a program that analyzes 
what happens or has happened during an execution has 
been misused. An intrusion is defined as any set of 
actions that attempt to compromise the integrity, 
confidentiality or availability of a resource. A 
fundamental problem in intrusion detection is what 
matrices(s) can be used to objectively evaluate an 
intrusion detection system in terms of its ability to 
correctly classify events as normal or intrusion [15].
Intrusion detection system aims at detecting 

intruders who elude “first line” protection and acts as 
the “second line of defence” placed inside a protected 
network, looking for known or potential threats in 
network traffic and/or audit data recorded by hosts [8, 
13]. Intrusion detection techniques can be categorized 
into misuse detection and anomaly detection. 
Misuse detection uses the patterns of well-known 

attacks or vulnerable spots in the system to identify 
intrusions. Anomaly detection attempts to determine 

whether deviations from the established normal usage 
pattern can be flagged as intrusions [25]. An ideal 
intrusion detection system is one that has a high attack 
detection rate along with a 0% false positive rate. 

Attack type fall into four main categories:

• DoS: Denial of Service.
• R2L: Unauthorized access from a remote machine.
• U2R: Unauthorized access to local super user (root) 
privileges.

• Probing: Surveillance and other probing.

Intrusion detection systems are categorized according 
to the kind of audit source location they analyze. Most 
intrusion detection systems are classified as either a 
network-based or a host-based approach to recognize 
and detect attacks.
A network-based intrusion detection system 

performs traffic analysis on a local area network. A 
host-based intrusion detection system places its 
reference monitor in the kernel/user layer and watches 
for anomalies in the system call patterns [6].
This paper is organized as follows. In section 2, we 

brief related works. In the subsequence section, we 
considered proposing rough set. In section 4, we stated
the fuzzy c-means. In section 5, we describe the study 
data and design of the experiment. In section 6, we 
reported experiments results. Finally, section 7 
concludes our work and discusses future research 
plans. 
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2. Related Works
This works closely related to our intrusion detection 
project include identifying unauthorized use, misuse 
and attacks on information systems is defined as 
intrusion detection [12]. The most popular way to 
detect intrusions has been done by using audit data 
generated by operating systems and by networks. Soft 
computing techniques are being widely used by the 
IDS community due to their generalization capabilities 
that help in detecting know intrusions and unknown 
intrusions or the attacks that have no previously 
described patterns [17]. Several researchers proposed 
data mining techniques to identify key patterns that
help in detecting intrusions [23]. Models of the 
intended behaviour of users and applications and 
interpret deviations from this ‘normal’ behaviour as 
evidence of malicious activity [16].      
Feature selection techniques aim at reducing the 

number of unnecessary features in classification rules. 
The features will be used to classify unseen instances 
into different classes based on the value of the 
classifier [27]. The concepts in rough set theory are 
used to define the necessity of features. The measures 
of necessity are calculated by the functions of lower 
and upper approximation. 

3. Rough Sets
Rough Set Theory (RST) has been used successfully as 
a selection tool to discover data dependencies and 
reduce the number of attributes contained in a dataset 
by purely structural methods [9].
Rough sets remove superfluous information by 

examining attribute dependencies. It deals with 
inconsistencies, uncertainty and incompleteness by 
imposing an upper and a lower approximation to set 
membership. Given a dataset with discretized attribute 
values, by the use of rough sets it is possible to find a 
subset (termed a reduct) of the original attributes using 
rough sets that are the most informative; all other 
attributes can be removed from the dataset with 
minimal information loss [18].
Chakraborty G. and Chakraborty B. [5] proposed 

positive and negative as shown in search Figure 1 two 
partitions induced by the decision attribute, positive is 
for “Decision Yes” and negative is for “Decision No”. 
The partitions X5, X6, and X7, X8 induced by 
condition attributes are clearly positive or negative side 
of the partition induced by the decision attribute. In 
addition, partitions X2 and X3 are clear boundary 
cases, and no decision can be made out of the 
corresponding partitions. But partition X4 is mostly 
positive, and partition X1 is mostly negative. Working 
with different real world data, we have seen that 
partitions like X1 and X4 are very common.

Figure 1. Positive or negative region [5].

The rough sets theory has been developed for 
knowledge discovery in databases and experimental 
data sets. An attribute-oriented rough sets technique 
reduces the computational complexity of learning 
processes and eliminates the unimportant or irrelevant 
attributes so that the knowledge discovery in database 
or in experimental data sets can be efficiently learned.  
A rough set is an approximation of a vague concept 

by a pair of precise concepts, called lower and upper 
approximations (which are a classification of the 
domain of interest into disjoint categories).
The classification formally represents knowledge 

about the problem domain. Objects belonging to the 
same category characterized by the same attributes (or 
features) are not distinguishable [19]. Let I = (U, A) be 
an information system, where U is a non-empty set of 
finite of objects (the universe). A is a non-empty finite 
set of attributes such that a: U→ Va.

Table 1. Decision table for rough set.
Attributes Instance Service Count Srv_C ount Attacks?

1 http 1 4 Yes
2 ftp_data 2 3 Yes
3 Private 1 5 No
4 http 1 1 Yes
5 Domain_u 2 3 No
6 http 0 2 No

For every ;  aa A V∈ is the value set for attribute a. 
In a decision system, { }A C D= ∪ where C is the set of 
conditional attributes and D is the set of decision 
attributes. With any P A⊆  there is an associated 
equivalence relation IND(P):

2( ) {( , ) | ( ) ( )}              (1)a aIND P x y U P x a y= ∈ ∀ ∈ = (1)

If ( , ) ( ),x y IND P∈  then x and y are indiscernible 
by attributes from P. The partition of U, generated by 
IND(P) is denoted U/P and can be calculated as 
follows:

/ { : / ({ })},  where           (2)U P a P U IND a= ⊗ ∈    (2)

{ : , , }   (3)A B X Y X A Y B X Y⊗ = ∩ ∀ ∈ ∀ ∈ ∩ ≠ ∅
(3)
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To illustrate the operation of Rough Set Attribute 
Reduction (RSAR), an example dataset is presented as 
in Table 1. 

4. Fuzzy C-Means (FCM) Clustering
The fuzzy membership functions corresponding to the 
informative regions are stored as cases.  A collection of 
fuzzy sets, called fuzzy space, defines the fuzzy 
linguistic values or fuzzy classes. A sample fuzzy 
space of five membership function is shown in
Figure 2.

Figure 2. A fuzzy space of five membership function.

The most well-known fuzzy clustering algorithm is 
fuzzy c-means, a modification by Bezdek J. [4] of 
original crisp clustering methodology. Bezdek 
introduced the idea of a fuzzification parameter (m) in 
the range [1, n], which determines the degree of 
fuzziness in the clusters. When m = 1, the effect is a 
crisp clustering of points, but when m > 1 the degree of 
fuzziness among points in the decision space increases 
[10]. The fuzzy c-means algorithm itself is fairly 
straightforward and involves the basic parameters 
outlined in Figure 3. Essentially, the parameter m 
controls the permeability of the cluster horizon. 
The fuzzy c-means algorithm uses a fixed number 

of cluster centers, indicated by the parameter (p). 

Figure  3. Basic parameters of the fuzzy c-means algorithm.

Fuzzy c-means clustering involves two processes: 
The calculation of cluster centers and the assignment 
of points to these centers using a form of Euclidean 
distance. This process is repeated until the cluster 
centers have stabilized. Fuzzy c-means imposes a 
direct constraint on the fuzzy membership function 
associated with each point, as follows [10]. 

1
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where:
p: The number of specified clusters.
k: The number of data points.
xi: The i-th data point.
Μj(): The function that returns the membership of xi in 
the j-th cluster.

The goal of the fuzzy c-means algorithm is the 
assignment of data points into clustered with varying 
degrees of membership. This membership reflects the 
degree to which the point is more representative of one 
cluster than another (or all the others). In effect, we are 
attempting to minimize a standard loss function, 
expressed simply as 
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where:
l: The minimized loss value.
n: The number of data points.
xi: The i-th data point.
µk(): (as in equation (4)) a function that returns the 
membership of xi in th k-th cluster.
m: the fuzzification parameter.
ck: The center of the k-th cluster.

From this we can derive the two fundamental equations 
necessary to implement the fuzzy c-means clustering 
algorithm. Equation (6) is used to calculate a new 
cluster center value.
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where:
ck: The center of the j-th cluster
( )jµ : (as in equation (5)) a function that returns the 

membership of xj in th j-th cluster
xi: The i-th data point
m: The fuzzification parameter

The second step, determining the cluster membership 
for a sample point, is only slightly more complicated. 
We first need to know the distance from a point xi to 
each of the cluster centers c1…j . This is done, as 
illustrated in equation (7), by taking Euclidean distance 
between the point and the cluster center.

2|| ||ji i jd x c= −        (7)
where:
cj: The center of the j-th cluster.
xi: The i-th data point.
dji: The distance of xi from the center of cluster cj.

Since the fuzzy c-means algorithm constrains the total 
cluster membership for a point to one [1], we calculate 

1    L     ML    M    MH  H

1

x: A vector of training data, where i=1,2,…,n. These    
 are the clusterattributes selected from the source 
data elements.

di:j: The distance of the i-th data point from the j-th 
cluster center. We use the Euclidean distance.

p: The number of fuzzy clusters specified as part of the 
algorithm.

m: A fuzzification parameter in the range [>1, <w], 
indicating the width of the n-dimensional cluster 
perimeter. The larger the number the more fuzzy 
the point assignments into each cluster. Normally 
m is the range [1.25, 2] inclusive. 

cj: The center (or centroid) of a fuzzy cluster (j = 1 ,2 
, ..., p). This value is repeatedly calculated by the 
algorithm (see equation (5)).

µj(xi): A fuzzy membership qualification indicating the    
           membership of sample xi to the j-th cluster.
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a point’s membership as the fractional part of the total 
possible memberships assigned to the current point. 
Equation (8) shows how the membership in the j-th 
cluster is calculated.
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where:
µj(): The membership of xi in th j-th cluster.
dji: The distance of xi from the center of cluster cj.
dki: The distance of xi from the center of cluster ck.. 
m: The fuzzification parameter.
p: The number of specified clusters.

Performance depends on initial centroids. For a robust 
approach, there are two ways which is described below 
[3].

1. Using an algorithm to determine all of the centroids. 
(for example: arithmetic means of all data points).

2. Run FCM several times each starting with different 
initial centroids.

5. Study Data and Design of the Experiment
The steps in our method as shown in Figure 4 are: 

1. Clean data and handle missing and incomplete data.
2. Select the best attribute or feature selection, The 
first two steps using rough set theory operations 
were done in ROSETTA [24].

3. Cluster group of data by using fuzzy c-means.

The first two step performs the following tasks [7]:

1. Identifies the attributes and their value.
2. Converts categorical to numerical data.
3. Normalizes the data.
4. Performs redundancy check and handle null value.
5. Initializes the necessary parameters such as 
importance attribute, number of cluster.

We ran our experiments on a system with a 1.5 GHz 
Pentium IV processor and 512 MB DDR RAM running 
Windows XP with MATLAB®.

5.1. Data Preparation
The data we used in our experiments originated from 
MIT’s Lincoln Lab. It is developed for intrusion 
detection system evaluations by DARPA and is 
considered a benchmark for intrusion detection 
evaluations [20]. The dataset includes a wide of 
intrusions together with normal activities simulated in 
a military network environment that is a common 
benchmark for evaluation of intrusion detection 
techniques. The simulated attacks fall in one of four 

major categories: DoS, R2L, U2R and Probing. Testing 
data use filename “corrected.gz” contains a total of 38 
training attack types. It consists of approximately 
300,000 data instances, each of which is a vector of 
extracted feature values from a connection record 
obtained from the raw network data gathered during 
the simulated intrusion and is labelled normal or a 
certain attack type. The distribution of attacks in the 
KDD Cup dataset is extremely unbalanced. Some 
attacks are represented with only a few examples, e.g. 
the phf and ftp_write attacks, whereas the smurf and 
neptune attacks cover millions of records. In general, 
the distribution of attacks is dominated by probes and 
Denial-of-Service (DoS) attacks; the most interesting 
and dangerous attacks, such as compromises, are 
grossly under represented [21]. 
The data set has 41 attributes for each connection 

record plus one class label. There are 24 attack types, 
but we treat all of them as an attack group. A data set 
of size N is processed. The nominal attributes are 
converted into linear discrete values (integers). After 
eliminating labels, the data set is described as a matrix 
X, which has N rows and m = 41 columns (attributes). 
There are md = 8 discrete-value attributes and mc = 33 
continuous value attributes. We select a testing data set 
which contained 18,216 records as shown in Table 2 
and more detail in Figure 5.

Figure 4. Rough-fuzzy hybrid model.

5.2. Features Selection
Feature selection refers to the problem of selecting 
those input features that are most predictive of a given 
outcome. The main aim of feature selection is to 
determine a minimal feature subset from a problem 
domain while retaining a suitably high accuracy in 
representing the original features [11]. An IDS must 
therefore reduce the amount of data to be processed. 
Data that is not considered useful can be filtered, 
leaving only the potentially interesting data. Data can 
be grouped or clustered to reveal hidden patterns. 
Finally, some data sources can be eliminated using 
feature selection. Features may contain false 
correlations, which hinder the process of detecting 
intrusions. Further, some features may be redundant 
since the information they add is contained in other 
features [2].

1999
KDD 
Cup

Missing &

Incomplete 
Data

Rough 
Set

FCM

DoSClean Data

Select 

Attribute

Normal

Probe

U2R 

R2L 



251 A Rough-Fuzzy Hybrid Algorithm for Computer Intrusion Detection

Figure 5. Intrusion detection data distribution for this work.

Feature selection improves classification by 
searching for the subset of features, which best 
classifies the training data. In this paper we use rough 
set techniques for cleaning data and feature selection. 
The subset of selected features is then used to detect 
intrusions. To filter out redundant, spurious 
information, and significantly reduce the number of 
computer resources, both memory and CPU time, 
required to detect an attack.  Narrowing input data 
yields the additional benefit of alleviating intrusion 
detection. Log files are naturally represented as a table, 
a two dimensional array, where rows stand for objects 
and columns for their attributes. The process of 
reducing the rows and columns of a table call object 
reduction and attribute reduction [14].

Table 2.  Dataset for attack distribution.

Attack Types % Occurrence Number of Records
Normal 31.64 5,763

Probe 11.88 2,164

DoS 19.38 3,530

U2R 0.38 70

R2L 36.72 6,689

Summary 100% 18,216

5.3. Performance Measure
Two indicators, detection rate and false alarm rate, 
were used to measure the accuracy of the method. The 
detection rate shows the percentage of true intrusions 
that have been successfully detected. The false alarm 
rate is defined as the number of normal instances 
incorrectly labelled as intrusion divided by the total 
number of normal instances. A good method should 
provide a high detection rate together with a low false 
alarm rate [26]. The tools that can be used for 
evaluating detection model are as follows [1, 22]: 

• Confusion Matrices allow the precise measurement 
of the performance of a model for each modality 
(events occurrence number, reliability–proportion of 
the cases with a correct prediction, and precision–
proportion of the cases where the true value is 
correctly predicted);

• Receiver Operating Characteristic (ROC) curves, 
which are centered on the parameter value of the 
target node (activity_type).

• Lift charts, which are centered on the parameter 
value of the target node as well. 

6. Results and Discussion
In our experiments, we consider a subset of the KDD 
data, which consists of 18,216 instances. Except for a 
few seed points, the labelling information is not 
utilized in the experiments. Using the important 
features gives the most remarkable performance in 
terms of training and testing time. We reduced the 
dimensionality of this data set (by using rough set and 
use Johnson’s algorithms) from 42 to 11 attributes are 
duration, service, src_bytes, dst_byte, count, 
srv_count, dst_host_count, dst_host_srv_count, 
dst_host_diff_srv_rate, dst_host_same_src_port_rate, 
and dst_host_serror_rate. Our results are summarized 
in the Table 3 is comparison of different 5 classes. 
Define membership function equal than 0.5. It is, 
however, used after our experiments are performed, to 
evaluate the results and calculate the detection rate and 
false alarm rate. As shown in Table 3, the probe attack 
type had detection rate is high as 100% and DoS attack 
type had low detection rate as 82.05%. The results 
show that the performance of a proposed approach 
based on fuzzy c-means after using rough set for select 
important attribute is good.
Using rough sets, we are able to successfully 

identify pieces of information that succinctly 
characterize computer activity without missing 
information.  

Table 3. Experiment results of fuzzy c-means with 11 # of features.
Attack
Types

# of 
Records Hit Miss Detection 

Rate
False Alarm 

Rate
Normal 5,763 5,749 14 99.76% 0.24%

Probe 2,164 2,164 0 100% 0%

DoS 3,530 2,897 634 82.05% 17.96%

U2R 70 67 3 95.71% 4.29%

R2L 6,689 6,145 544 91.87% 8.13%

Summary 18,216 17,022 1,195 93.45%

7. Conclusions and Future Works
In this paper we apply rough set based methods with 
data reduction and to identify subset of features for 
network security and using fuzzy c-means to intrusion 
detection to avoid a hard definition between normal 
class and intrusion class. Features selection methods 
aim at selecting a small or prespecified number of 
features leading to the best possible performance of the 
entire classifier. The subset of selected features is then 
used to detect intrusions and to filter out redundant, 
spurious information.
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The task of identifying and selecting a useful subset 
of features, used to represent patterns from a larger set 
of often mutually redundant or even irrelevant features. 
Therefore, the main goal of feature subset selection is 
to reduce the number of features used in classification 
while maintaining acceptable classification accuracy. 
The experiment results show that rough set method 

is suitable for cleaning data and attribute selection. 
This method is efficient and reduces the amount of 
data set for handle data. The advantage of using fuzzy 
c-means is that it allows one to represent concepts that 
could be considered to be in more than one category 
(or from another point of view it allows representation 
of overlapping categories). It is shown that rough set 
and fuzzy c-means based IDSs using a reduced number 
of features can deliver enhanced performance).The 
result attained for detection of different 
intrusion/attacks may not be high in some cases but the 
proposed model can complement existing systems 
when similar cases arise.  
Intrusion detection model is a composition model 

that needs various theories and techniques. One or two 
models can hardly offer satisfying results. We plan to 
apply other theories and techniques to operate in a high 
accurate and low false alarm rate in intrusion detection 
in our future work.
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