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Abstract: In this paper, we present an Arabic morphological analysis system that assigns, for each word of an unvoweled 
Arabic sentence, a unique root depending on the context. The proposed system is composed of two modules. The first one 

consists of an analysis out of context. In this module, we segment each word of the sentence into its elementary morphological 

units in order to identify its possible roots. For that, we adopt the segmentation of the word into three parts (prefix, stem,  

suffix). In the second module we use the context to identify the correct root among all the possible roots of the word. For this 

purpose, we use a Hidden Markov Models approach, where the observations are the words and the possible roots represent 

the hidden states. We validate the approach using the NEMLAR Arabic writing corpus consisting of 500,000 words. The 

system gives the correct root in more than 98% of the training set, and in almost 94% of the words in the testing set. 
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1. Introduction 

The morphological analysis is an important tool in all 
areas of scientific research and industry that require 
knowledge of the internal structure of the words.  

In Arabic morphological analysis area, root 
extraction has attracted considerable attention among 
researchers. Indeed, researches in areas such as 
automatic document categorization [14], automatic 
summarization [12] and Text Mining [13] have shown 
great interest to root extraction. In addition, Arabic 
root extraction is usually linked to Information 
Retrieval (IR) systems and precisely to the indexing 
process. Several studies suggested that indexing Arabic 
text using roots significantly increases retrieval 
effectiveness over the use of words or stems [2]. Thus, 
many Arabic and multilingual search engines [17, 20, 
21] make use of Arabic root extraction algorithms in 
order to overcome the inefficiencies in the precision 
and recall [24].  

It is well known that morphological analysis process 
often leads to multiple interpretations. This problem of 
ambiguity is more serious in Arabic language given its 
morphological richness and complexity. Ambiguity is 
also increased by the absence of the short vowels in the 
majority of available documents. 

There has been a considerable amount of works on 
Arabic morphological analysis [3, 5, 15, 24]. Xerox 
Arabic Finite State Morphology [6] and Buckwalter 
Arabic Morphological Analyzer (BAMA) [7, 8] are 

two of the best known morphological analyzers for 
Arabic language.  

Many of works in Arabic morphological analysis 
have been devoted to the development of techniques 
for Arabic root extraction. Al Fedaghi et al. [1] 
presented an algorithm to generate the root and the 
pattern of a given Arabic word. Their algorithm deals 
only with triliteral word roots. While Kanaan et al. 
[19] proposed an algorithm to extract quadrilateral 
Arabic roots. Darwish [9] presented a hybrid approach 
combining linguistic rules with statistical informations 
in order to identify the possible roots of a given Arabic 
word. More recently, Rachidi et al. [24] have studied 
the effect of vowelization on Arabic root extraction. 

However, in all these works, the analysis of words 
is done out of context. Thus, the morphological 
analysis process gives several possible roots because 
the algorithms mentioned above do not take into 
account the position of the word in the sentence. 

In this work, we propose an Arabic root extractor in 
which the position of the word in the sentence is taken. 
The system gives in the first step of analysis a set of 
possible roots for each word of the sentence. In the 
second step, a Hidden Markov Models (HMM) 
approach is used to choose the most likely root of each 
word depending on the context.  

The paper is organized as follows. In section 2, we 
provide an outline of the Arabic morphology, with 
emphasis on the segmentation of words used in this 
system. Section 3 is devoted to a description of our 
system. We first describe the out of context analysis 
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module which provides, for each word, the set of its 
possible roots. Then, a Markovian approach will be 
developed in order to identify the most likely root 
given the context. Section 4 presents how we have 
trained the Markovian model using an annotated 
corpus. Finally, an evaluation, using this annotated 
corpus, is given in section 5. Conclusion and future 
works are presented in section 6.  

2. Arabic Morphology 

The Arabic lexicon includes three categories of words: 
nouns, verbs and particles. Arabic language is 
characterized by its very rich derivational morphology, 
where almost of the words are derived from roots by 
applying patterns [9]. In Arabic, there is around 10000 
roots, which are linguistic units of meaning composed 
of three or four (rarely five) letters. Around 85% of the 
Arabic words are derived from triliteral roots [11]. 

Identifying roots and patterns of the Arabic words, 
encounters two principal difficulties: The first is the 
absence of vowelization in the majority of Arabic 
texts. This absence causes ambiguity in 74% of Arabic 
words [10], i.e., in absence of vowelization, the words 
will accept several readings, and can derive them from 
several roots. The second difficulty comes from the 
fact that the majority of Arabic words are composed by 
agglutination of basic lexical elements. Then, a 
segmentation of the word into its elementary lexemes 
is necessary in order to isolate the part containing the 
letters of the root and consequently to identify root and 
pattern of the word. 

Several types of segmentations are proposed in the 
literature. We adopted the segmentation widely used 
[7, 8, 9], which consists in dividing the word into three 
parts: (prefix + stem + suffix). 

The prefix binds before the stem and inform about 
the tense of the verb: ن ,ي, and determination of the 
word: ال. The stem constitutes the core of the word 
containing the letters of the root. It informs about the 
root and the pattern of the word. The suffix binds after 
the stem like:  DEF,  GEH, ون ,ات ,ة. It informs about the 
termination of the conjugated verb, the gender and 
noun number. 

Thus the word: LMNOرQRST accepts the following 
segmentation:  

Table 1: The decomposition of the word "#$%ر'()* 
 

Suffix Stem Prefix 

LMدرس و WST 

3. System Description 

The root extraction process, in the system, consists of 
two modules as shown in Figure 1. In The first 
module, each word in the sentence is analyzed, 

regardless of its context, in order to identify its 
possible roots.  

The second module deals with the graph resulting 
from the first module as shown in Figure 2, and using 
the Viterbi Algorithm, searches the most likely root 
sequence through the graph. This module is based on a 
Markovian model that had been trained using an 
annotated corpus containing about 500.000word. 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. System architecture. 

3.1.   First Module:  Out of Context Analysis 

The analysis in this module consists of two steps: 

3.1.1. Analyzing Non-Derived Words  

It is well known that automatic root extraction is a task 
that concerns in particular the Arabic derived words. 
However, we have extended, in this work, the notion 
of root in order to deal with non-derived Arabic words. 
We do this in accordance with the annotations of the 
NEMLAR Arabic writing corpus [4, 18] that we used 
in both training and testing the system. This allows us, 
for example, to group, under the root "]^إ", many 
words like: G`aR^إ ,bcR^وإ , and under the root ونdec^إ" " 
words like: WMوdec^fت, اGRMوdec^fوا . 

We have established a database of non-derived 
words accompanied by their roots. This database 
serves us at this step, to identify the possible roots of a 
non-derived word. It is important to note that a non-
derived Arabic word can accept more than one 
possible root. For example, the word Dم can come from 
the root "Dَْم" or from the root "Dِْم ". 

 

First module: 
out of context 
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Analyzing derived words:  
(Segmentation, identifying roots and 

patterns) 

Analyzing non-derived words  

Unvoweled sentence 

HMM and Viterbi   algorithm 

Unique root for each word 

Possible roots of each word Second module: 
Markovian model 
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3.1.2. Analyzing Derived Words 

The objective in this step is to generate the possible 
roots of a given derived Arabic word. The analysis 
takes place in two stages: 

a. Segmenting the word: the system begins by 
determining all possible segmentations of the word. 
For this purpose, the system uses the following 
resources: 

• A dictionary of prefixes with 124 prefixes. 
• A dictionary of suffixes with 200 suffixes. 
• A compatibility table for prefixes-suffixes.  

For each combination, the prefix and suffix are 
checked whether they are contained in the 
dictionaries or not. If so, the compatibility between 
them is considered; if they are compatible, this 
combination is considered as a possible 
segmentation of the word. The verification of 
compatibility will reduce considerably the number 
of possible segmentations of the word.  

Table 2 gives an example of possible segmentations of 
the word Qmو: 

Table 2. Possible segmentations of the word Qmو. 

Suffix Stem Prefix 

Ø Qmو Ø 

Ø Qm و 

where the Ø character represents the empty prefix 
or suffix. 

 
b. Identifying possible patterns and roots: after 

recognizing the possible segmentations of the word, 
the system carries out an analysis of the stems in 
order to identify, in the order, the possible patterns 
and roots of the word. For this, the system uses the 
following resources: 

• A database of Arabic patterns containing 160 
patterns. Each pattern in this database is 
accompanied by a field indicating the positions of 
the root letters. For example, the pattern opGT is 
accompanied, in this database, by a field 
indicating the positions 1, 3 and 4 as positions of 
the root letters.  

• A dictionary of Arabic roots containing more than 
9000 roots. Thus, the two stems Qmو and Qm, 
resulting from the segmentation of the word Qmو in 
the previous example Table 2, are analyzed as 
follows: the system compares the stem Qmو with 
the patterns in the database and recognizes the 
pattern oqT as possible pattern of the word. Then, 
the system identifies the root و ج د as a possible 
root of the word.  

The system recognizes the pattern oqT as possible 
pattern of the stem Qm. The patterns consisting of two 
letters may result either from a doubled root (root with 
the second letter doubled such as ج د د) or from a root 
containing weak letters  ( ي, و  or ا ). This allows the 
system to recognize many roots as possible roots of the 
stem Qm such as ج و د, وج د, ج د د , and ج ي د. 

3.2.   Second Module: Markovian Model 

The choice of the most likely root will be taken 
depending on the position of the word in the sentence. 
For this purpose, we will use a Markovian modeling of 
Arabic sentences. We begin by recalling the definition 
of HMM [23]. 

Let O = {o1, o2, …, oM} be a finite set of 
observations and S = {s1, …, sN} be a finite set of 
hidden states (unknown). 

Definition: A first-order HMM is a double 

process )( 1
,
t t t

X Y
≥

where: 

• ( )t tX  is a homogeneous Markov chain with values 
in the  hidden states set  S where:   

    
 

                                                                                    (1) 
 
          is the transition probability from  state      to   

     state js . 

• ( )t tY  is an observable process taking values in the 
observations set O where: 

),, . . . ,,,Pr(
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( )ib k  is the probability of observing ko  given the 

state is . 

In the following, we assume that the observations 
set W = {w1, w2, …, wM}  consists of Arabic words 

while the hidden states set { }Nrr , . . . ,1=ℜ  consists 

of Arabic roots. Let S be an observed sentence 

consisting of the sequence of words . , . . . ,1 nww The 

goal is to find the most likely sequence of roots 

), . . . ,( **
1 nrr given the sentence S . This goal can be 

formulated as follows:  
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Given that language can be seen as a Markov source  
[18], then we will consider the following 
assumptions: 

• The succession of roots in a sentence is a 
homogeneous Markov chain, therefore, for any  

ℜ∈krr  . . .  1  k possible roots of the sequence 

kww  . . .  1  in the sentence S  we have: 

             
) Pr() . . . Pr( 111 −− = kkkk rrrrr

                   (5) 

• Prediction of the word kw  only require knowledge 

of it root regardless of neighbouring words and their 
roots. Thus,  

 

) Pr() , , . . . , , ,Pr( 1111 kkkkkk rwrwrwrw =−−

     

(6) 

In going from the assumption (A1), we check 
easily that:  for  k ≤n  

         

∏
=

−=
k
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(with the convention 
1 0 1Pr( / ) Pr( )r r r= ).  Likewise, 

the assumption (A2) implies:   
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The first module in the system (Analysis out of 

context) gives, for each word iw , in the sentence S a 

list of possible roots ), . . .  ,( 1 in

ii rr . Let 

{ }in
iii rr , . . . ,1=ℜ  be the set of these possible roots.  

Then *
i ir ∈ℜ . 

 Thus, it is sufficient to take in equation 4 the 

maximum on all sets i
ℜ and as a result we have the 

following equation: 
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The solution ), . . . ,( **
1 nrr  of the equation 9 can be 

calculated by searching the most likely path through 
Figure 2. 

The viterbi algorithm [16] is well suited for finding 
the most likely path. In the following, we pose: 
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Figure 2. Graph resulting from the analysis out of context for the 
sentence W1…,Wn. 

 

( , )ktt rφ  is the probability of the most likely partial 
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This equation will allow us to find, recursively, the 

values of φ . In order to get the best path, we use a 
variable ψ  that memorizes, at each time t, the root 
giving the maximum in equation 12ψ  is defined as 
follows: 
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The equations 11 and 12 allow us to get the best 
path using the following recursive algorithm. 
• Step 1: Initialization  

 for 1 ≤ k ≤ n1  
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• * ( 1) ,nr nψ= +  

• For t = n-1:1  * *
1( , ) .t tr t rψ +=  

4. Training 

To be able to run the Viterbi algorithm and identify the 
correct root of the word given the context, it must first 
go through a training phase, which consists in 
estimating the different probabilities that appear in 
equations 11 and 12, in order to calculate the values of 
the functions φ  and  ψ .  

For equations 11 and 12 we need the probabilities of 

each word for each possible root: )Pr( tt rw and the 

transition probabilities between consecutive roots: 

)Pr( 1−tt rr . A very useful way to get these is from a 
corpus which has been annotated by hand.  

4.1. Training Corpus 

The corpus, which we used to train the Markovian 
model and evaluate the performance of the system, is 
the NEMLAR Arabic Writing Corpus. The corpus 
consists of about 500,000 words of journalistic Arabic 
texts from different categories. The Corpus was 
produced and annotated by RDI, Egypt for the Nemlar 
Consortium [4,18]. Each Arabic word in this corpus is 
replaced by its lexical analysis in the following 
notation: 

{Wv;(Tn) T: (Pn) P, (Rn) R, (Fn) F, (Sn) S} 

where Wv is the vowelized mnemonic of the vowelized 
full form word, Tn is the mnemonic of word type, T is 
the ID of the word type, Pn is the mnemonic of word 
prefix, P is the ID of the word prefix, Rn is the 
mnemonic of word root, R is the ID of the root prefix, 
Fn is the mnemonic of word pattern, F is the ID of the 
word pattern, Sn is the mnemonic of word suffix, and S 
is the ID of the word suffix.  

For example, the word }~N`^ا  is lexically analyzed as 
follow: 
{ }ُ~ِǸَْ ْ̂ () ,800) مoqِ�َْ(,4380) و~{(,9) ا^ـ:(1) م�T�dٌ� م�eِ�`�(;اَ } 

We used this corpus initially to enrich the dictionary 
of Arabic roots, which is used in the first module of the 
system. Also, we have used 93% of word-root pairs 
extracted from the corpus in order to train the 
Markovian model used in the second module. 

 

4.2. Estimation of Probabilities 

The estimation of probabilities was carried out, by 
counting the frequencies of words and roots in the 
training corpus. 
For that, we define the following quantities: 

•  ( ),( 1 tt rrOcc − )= The number of times the root 1−tr  

appears in the training corpus followed by the root tr . 

•  Occ(rt-1, r1)= The number of times the root tr  

appears in the training corpus. 

•   Occ(wt, r1)= The number of times the word tw  

appears in the training corpus with the root tr . 

The probabilities in equations 11 and 12 will be 
estimated using the following expressions: 

)(
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− =
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tt
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rrOcc
rr                                       (13) 
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rw =                                          (14) 

Due to the limitations of the training corpus, the 

numbers ),( 1 tt rrOcc − , )( trOcc  and ),( tt rwOcc  can 

be nulls. That poses problems to calculate the values of 

the functions φ and ψ  which are necessary to run the 
Viterbi algorithm. In order to cure this problem, we 

estimated )Pr( 1−tt rr by ε  when ),( 1 tt rrOcc −
 is zero. 

In the same way, we estimated ),( tt rwOcc  by λ  

when ),( tt rwOcc  is zero.ε  and λ  are given by the 

following equations:  

)(

),(
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2

1

0),(
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rrOcc

rr
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=ε                                             (15)  

)(

),(
min

2

1

0),(
),( rOcc

rwOcc

rwOcc

Wtrw
≠

ℜ×∈
=λ .                                     (16) 

where Wt  is the set of words in the training corpus.  

5. Experimental Results 

Tests were carried out, for the two modules, on two 
subsets of the NEMLAR Arabic Writing Corpus: 

• The first set, called Tr , contains 92965 words from 
the training corpus. Tr constitutes approximately 
19% of the training corpus. The training corpus 
constitutes 93% of the total NEMLAR Arabic 
Writing Corpus. 

• The second set, called Te , constitutes the remaining 
7% that was not used in the training phase. Te  
consists of 38022 words. 

In the first module, the evaluation method consists in 
comparing, for each word, the root assigned by the 
annotators to the list of roots generated by the system. 
If the root is on the list, we consider that the system 
analyzed successfully the word. We have also 
performed a comparison between the first module of 
this system and Darwish’s root extractor [9] which was 
the only Arabic root extractor that we could download 
and evaluate. 

In the second module, the system keeps only one 
root for each word. We compare this root with that 
assigned by the corpus annotators. 
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5.1. Results from the First Module  

We started by testing the effectiveness of the first 
module to find the root assigned by the annotators 
possibly accompanied by other roots. We noted that 
the number of roots generated by the system varies 
from 1 to 12 roots. Table 3 gives the distribution of the 
words in four classes, according to the number of 
possible roots resulting from the first module (analysis 
out of context). We note that multiple roots are 
generated in more than 52% of the cases. 

Table 3. Distribution of words according to the number of roots 
found in the first module (analysis out of context). 

Nbr of words Percentage 

 The set 

Tr  

The set 

Te  

The set 

Tr  

The set 

Te  

Unique 
root 

 
44169 18110 47.51% 47.63% 

Two 
roots 

 
14557 5920 15.65% 15.56% 

Three 
roots 

 
11005 4485 11.83% 11.79% 

Four 
roots 

or more 
 

23234 9507 25% 25% 

Moreover, the system provides, in more than 99% 
of the cases, the correct root among the list of possible 
roots as shown as Table. 4. 

Table 4. Root extraction results for the first module. 

Analysis out 
of context 

 

Nbre of 
words 

Nbr of words of 
wich the good root 
appears among the 
list of possible root 

Percentage 

The set Tr  92965 92271 99.25% 

The set Te  38022 37715 99.19% 

In addition, we tested, in the same way, Darwish’s 
root extractor on a set of 60,000 derived words. 
Darwish’s system succeeded in generating the correct 
root, among the list of possible roots, only in 86.34% 
of the cases. 

5.2. Results from the Second Module 

Then, we tested the effectiveness of the second module 
to chose, the correct root of each word taking into 
account the context. The system has chosen the correct 
root in more than 98% of the training set Tr , and in 
almost 94% of the words in the testing set Te  as 
shown as Table 5. 
 

Table 5. Root extraction results for the second module. 
 

Second 
module 

Nb of 
words 

Nbr of recognized 
correct roots 

Percentage 

The set Tr  92965 91403 98,31% 

The set Te  38022 35672 93,81% 

System effectiveness have ranged from 98% in the 
training set Tr  to 93.81% in the testing set Te  due to 
the large number of couples (rt-1, rt) of the testing set 
that doesn’t appear in the training set. 

6. Conclusions 

We presented in this paper a morphological analysis 
system for unvoweled Arabic sentences. The 
morphological analysis process often gives multiple 
solutions. We showed that by introducing the context, 
an approach based on hidden Markov models can have 
very good results in choosing the correct root of the 
word. The results of tests carried out on both parts of 
the system are very encouraging. They can be 
improved by further analysis of hamzated words in the 
analysis out of context, and by using a larger corpus in 
the markovian approach. 

Currently, we extend the work of the first module in 
order to generate other tags of the words (noun, verb, 
particle, adjective, adverb, possible vowelizations, …). 
Then, we use an adaptation of the Markovian approach 
to identify the best vowelization of the word in 
context. 
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