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Abstract: Traffic signal control agent can improve its control ability by using the NNQ-learning method. This paper proposes
a neural network Q-learning approach with fuzzy reward designed for online learning of traffic lights behaviors. The Q-
function table usually becomes too large for the required state/action resolution. In these cases, tabular Q-learning needs a
very long learning time and memory requirements which makes the implementation of the algorithm impractical, in real-time
control architecture. We considered the problem of coordinating three traffic signals control. The coordination is done using
control agents and the concept of game theory. To test the efficiency of the coordination mechanism, a prototype traffic
simulator was programmed in visual Studion.net. Results using cooperative traffic agents are compared to results of control
simulations where non-cooperative agents were deployed. It indicated that the new coordination method proposed in this

paper is effective.
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1. Introduction

The increase in urbanization and, hence, traffic
congestion create an urgent need to operate our
transportation systems with maximum efficiency. Real-
time traffic signal control is an integral part of modern
urban traffic control systems aimed at achieving
optimal utilization of the road network. Providing
effective real time traffic signal control for a large
complex traffic network is an extremely challenging
distributed control problem. Signal system operation is
further complicated by the recent trend that views
traffic signal system as a small component of an
integrated multimodal transportation system.

Optimization of traffic signals and other control
devices for the efficient movement of traffic on streets
and highways constitutes a challenging part of the
advanced traffic management system of intelligent
transportation system. For a large-scale traffic
management system, it may be difficult or impossible
to tell whether the traffic network is flowing smoothly
and assess its current state. Over the past few years,
multi-agent systems have become a crucial technology
for effectively exploiting the increasing availability of
diverse, heterogeneous and distributed information
sources. Researchers, over the years, have adopted
numerous techniques and used various tools to
implement multi-agent systems for their problem
domains.

As researchers gain a better understanding of these
autonomous multi-agent systems, more features are
incorporated into them to enhance their performance
and the enhanced systems can then be used for more

complex application domains. Intelligent software
agent is an autonomous computer program, which
interacts with and assists an end user in certain
computer related tasks [12]. In any agent, there is
always a certain level of intelligence. The level of the
intelligence could vary from pre-determined roles and
responsibilities to a learning entity.

Multi-agent system is the aggregate of agents, whose
objective is to decompose a large system to several
small systems which communicate and coordinate with
each other and can be extended easily. Agent-based
simulations are models where multiple entities sense
and stochastically respond to conditions in their local
environments, mimicking complex large-scale system
behavior [17].

The urban traffic system is a very complex system,
which involves many entities and the relationship
among them are complicated. Therefore, the
application of Multi-Agent System (MAS) into the
simulation of traffic system is suitable and efficient
[13]. According to their ability, the agents can be
classified into three types: Reactive, cognitive, and
hybrid. Reactive agents make their decisions usually
based on a very limited amount of information, and
simple situation-action rules. Cognitive agents maintain
an internal representation of their world and there is an
explicit mental state that can he modified, by some
form of symbolic reasoning [5]. In some situations,
both reactive and cognitive ability are necessary, such
kind of agent is hybrid agent. As a complex system,
differentiation of agents could be used in the simulator
of urban traffic system [2].
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In this paper, a traffic signal control agent is
developed within the agent-based simulation
environment. Also, the coordination strategy between
the control agents is introduced in detail. The model of
the control agent based on Neural Network Q-learning
NNQ is described in section 2 and its replacement with
tabular Q-learning. Section 3 introduces the details
concerning the coordination between more than two
traffic control agents. In section 4, the effectiveness of
the coordination strategy is proved in the simulation
system. Finally, the conclusion of this paper is given is
section 5.

2. Traffic Signal Control Agent

Based on the properties of the control scope, there are
methods for the realization of the traffic light control
agent:

1. Every agent controls only a phase of an intersection
[15]. In this situation, when there are many
intersections in the road network, the number of
agents is too large. Therefore, the communication
and the coordination between agents is very
complex.

2. Every agent controls all the phases of one
intersection only [1, 6, 12, 16]. The control agent of
this kind thus coordinates all the phases of one
intersection independent of other agents. The
coordination between different nearby intersections
depends on the social rules and the concept of game
theory.

3. Every agent controls an area of intersections [13],
the separation of the area should be done firstly, and
then, it is usually fixed and difficult to change. The
shortcoming of this method is that it is not flexible.

We have designed our control agent on the base of
method 2. The overall general model of this type of
agent is presented in [15]. The process of the control is
as follows: First, the vehicle detector and all the
neighboring control agents send the information to the
agent that is to make a decision. The decision is than
made based on the information just received and the
knowledge the agent owns. Finally, the decision is put
into control action by the executive module.

In Reinforcement Learning (RL), an agent tries to
maximize a scalar evaluation (reward or punishment) of
its interaction with the environment. The goal of a RL
system is to find an optimal policy which maps the
state of the environment to an action which in turn will
maximize the accumulated future rewards. Most RL
techniques are based on Finite Markov Decision
Processes (FMDP) causing finite state and action
spaces. The main advantage of RL is that it does not
use any knowledge database, as do most forms of
machine learning. It makes this class of learning
suitable for online learning. The main disadvantages
are a longer convergence time and the lack of

generalization among continuous variables. The latter is
one of the most active research topics in RL [14].

The control actions of the traffic light control agent
are ‘Extend’ or ‘Terminate’. ‘Extend’ means to “extend
the original lamp state to the next time interval”
‘Terminate’ means to “change the lamp state”. We
suppose that the states of the lamp are only green and
red. The yellow state is, thus, eliminated. In our paper,
the reward of the control agent is a fuzzy one which
determines whether to extend or terminate the current
green phase based on a set of fuzzy rules. To formulate
the problem, the following notations are used:

o OC = Average queue length on the lanes served by
the current green, in veh/lane.

o (ON = Average queue length on lanes with red which
may receive green in the next phase, in veh/lane.

o AR = Average arrival rate on lanes with the current
green, in veh/sec/lan.

The decision making process is based on a set of
fuzzy rules which takes into account the traffic
conditions in the current and next phases. The general
format of the fuzzy rules is as follows:

If{OC is X1} and {AR is X2} and {ON is X3} Then {E
or T}

Where, XI, X2, and X3 are natural language
expressions of traffic conditions of respective variables.
Figures 1 and 2 are graphic representations for fuzzy
sets less, more, short, and long.
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Figure 1. Fuzzy set for traffic flow.
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Figure 2. Fuzzy set for delay.

The Q-Value is a function of the main factors
influencing the control strategy, which include the
traffic flow of the Green phase AR, the number of
waiting vehicles in the red phase QN, the average
queue length on the lanes served by the current green,
in veh/lane QC.
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Then, the Q-Value can be determined by the
following function:

O = f((AR, ON, QC), a 0) (1

Where, AR, QON,QC is the input state, ¢is the chosen

action, and 0 is the weight vector of the neural network.
The possibility of choosing action ¢ is determined by
the following function:
0(a)le
e
P, = 2

a no L0/
2 €

Where, n is the number of actions; Q(«) is the

evaluation value of action ¢ and 1 is a positive number
named as temperature. The higher temperature, the
more average of an action being selected.

3. Neural Q-learning

This paper proposes a NNQL approach designed for
online learning of traffic lights control. However, when
working with continuous states and actions, as is usual
for agents, the Q-function table becomes too large for
the required state/action resolution. In these cases,
tabular Q-learning needs a very long learning time and
memory requirements which, in turn, makes the
implementation of the real-time control algorithm
impractical. The use of a Neural Network (NN)
technique in order to deal simultaneously deal with
states and actions reduces the number of values stored
in the Q-function table to a set of NN weights. The
implementation of a feed-forward NN with the back
propagation algorithm [11] is known as direct Q-
learning [3]. Residual Algorithms: Reinforcement
learning with unction approximation [15].

Direct Q-learning algorithm has no convergence
proof and turned out to be unstable when trying to learn
a behavior. The instability is caused by the lack of
weight updating in the overall state/action space. The
optimal Q-function is only learnt in the current state
zone. That is, the Q-values learnt in past states is not
maintained and therefore had to be learnt each time,
thus, causing the instability. To solve this limitation the
proposed Neural-Q-learning based behaviors maintains
a database of the most recent learning samples. All the
samples of this database are used at each iteration to
update the weights of the NN. This assures a
generalization in the whole visited state/action space
instead of a local generalization in the current visited
space. Each learning sample is composed of the initial
state st, the action at, the new state st+1 and the reward
rt. The structure and phases of the proposed neural Q-
learning algorithm is shown in Figure 3. The Q-
function approximated by the NN is:

O (s, a) = rt + ymaxQn(nextstate allocation) 3)

The inputs are the continuous state and actions, and
the output is the Q-value. Based on the output value,
the error is found and the weights are updated using the
standard back propagation algorithm. A two layer NN
has been used with a hyperbolic tangent and lineal
activation functions for the first and second layers,
respectively. Weights are initialized randomly. To find
the action which maximizes the Q-value, the network
evaluates all the possible actions which could be
applied. Although actions are continuous, a finite set,
which guarantees sufficient resolution, is used. To
maintain the real time execution of the behavior, two
execution threads are used. The thread with higher
priority is in charge of acquiring new learning samples
and generating control actions at the frequency of the
behavior-based control system. Phases 1, 2 and 4 are
computed by this thread, see Figure 3. The second
thread is used to continually update the weights of the
NN. This is represented by phase 3.

Status Action

| Phase 1: Compute Rewards |

v

| Phase 2: Update Learning Samples |

| Phase 3: Update NN Weights |

v

| Phase 4: Select Action |

Figure 3. Neural g-learning structure.

4. Coordination Mechanism

Coordination, which is the process that an agent
reasons about its local actions and the (anticipated)
actions of others to try to ensure a reasonable social act
in a coherent fashion, is an important issue in multi-
agent systems [4].

Coordination is a complicated process that typically
consists of several operations: Exchanging local
information, detecting interactions, deciding whether or
not to coordinate, proposing, analyzing, refining and
forming commitments, sharing results, and so on. The
coordination between the agents can he divided into
two aspects: Subjective coordination and objective
coordination. The distinction between subjective and
objective coordination plays a fundamental role in the
engineering of multi-agent systems. In subjective
approaches, coordination is the result of the attitudes of
each individual towards the organization/society it
belongs to. Objective approaches, instead, promote the
separation between the individual perception of
coordination and the global coordination issues,
enabling the modeling and shaping of the interaction
space independently of the interacting entities [13].



A Distributed Approach for Coordination Between Traffic Lights Based on Game Theory 151

Generally speaking, there are three ways to
coordinate multiage systems: Associate coordination
mechanisms with each individual agent, construct a
special agent that functions as a centralized
coordinator, or the combination of the two methods. All
of these solutions have both good and had aspects and
many possible realizations in different environments.
For the purpose of TSCA, we choose the combined
method. The coordination between the TSCAs is
mainly depended on the two parties involved, but
sometimes it can also receive some instructions from
the managing agent. The mechanism of the
coordination among the TSCAs is mainly based on the
game theory, and the social rules and knowledge.

4.1. Implemntation

We have constructed a prototype traffic simulator
program to test the efficiency of the coordination
mechanism  which we have proposed. The
programming language we used to build the simulator
is Visual C#.Net.

4.2. The Prototype of the Simulator

The simulator prototype is programmed mainly to
verify the efficiency of the coordination mechanism we
proposed in this paper. The traffic environment
includes: 2-lane roads, 3 intersections, traffic light
control agent and vehicles. The main reason we choose
only 3 intersections is that the computational
complexity of more than 3 intersections is too high.
Further study should be done in the future to simulate
the coordination among more than three intersections.

The coordination between three TSCAs is based on the
non-zero game theory. The game can be described as:

I = (agentA ,agentB ,agentC ; A,B,C)

Where A and B and C represent the game matrix of
agents A, B, respectively. The action set of the TSCAs
includes two sets:

E = Extension of green phase, and T = Termination of
green phase

The utility value represents the benefits gained by
taking different action. In this paper, the utility value is
set to the Q-value. The game matrix a matrix with three
rows and three columns as follows:

Agent c=E

((Qa(E,E\E,), Qb(E,E,E),Qc(E,E,E)) (Qa(E, T E), Ob(E, T.E)Qc(E, T E))
(Qa(T.E,E),Ob(T.EE), O«(TE,E)) (Qa(T.T.T),0b(T.T.E).Qc(TT.E)

Agent c=T

((Qa(E.E.E,),Ob(E.E,E),Qc(E,E.E)) (Qa(E.T.E), Ob(E,T.E)Qc(E,T.E))
(Qa(T.E.E),Ob(T.EE),Oc(T.EE)) (Qa(T,T.T),0b(T.T.E).Qc(T.T,E)
Where, Qa (E, E, E) represents the utility value of
agent A when agent A and agent B and agent C all
choose the action of ‘EXTEND’, Qa (E, E ,E)

represents the utility value of agent B when agent A
and agent B and agent C all choose the action
‘EXTEND?, the rest may be deduced by analogy.

In this paper, an algorithm is designed to solve the
Coordination problem directly, and no negotiation
should be used. The algorithm is as follows: in this
algorithm, we use super agents for coordination. Each
agent plays against super agents. The agent in the
middle intersection is the super agent and the other two
agents play against the super agent. The game is
played as a repeating game:

1. From Q-values utility values is computed and the
utility matrix is determined.

2. If the action to be taken exists in the matrix, the
TSCAs choose their action accordingly and the
coordination process ends, otherwise, execute step 3.

3. Compute the maximum and the minimum utility
value of the two TSCAs.

4. Search for the Pareto solution (U, V) and (V, Z).

. Compute the hybrid strategy of each TSCA based on

(U, V), (V, Z) and choose the final action.

The coordination is proposed by the TSCA on the base
of its demand, if the receiver doesn’t want to coordinate
with the invite, it can refuse the request. If, otherwise, it
wants to coordinate, they first search to determine if
suitable social rules exist, if such rules exist, the rule is
applied. Otherwise, the coordination algorithm based

on game theory is used.

Figure 4. The three intersection road network.

W

5. Result and Discussion

The road network which is used for our simulation is
shown in Figure 4. We assume that there are only two
phases, red and green, for every intersection of the
three intersections system. The percent of the vehicles
turning left is considered to be 0.2. The default number
of vehicle input is assumed to be 40. Figures 5 and 6
show the simulation results. It can be seen that the
coordination mechanism proposed in this paper is
efficient, especially when the traffic flow of horizontal
direction is much more than the vertical direction.
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Figure 5.
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6. Conclusions

The study of this paper indicates that the NN Q-
learning can be applied into the control of the traffic
signal lights, and the coordination mechanism between
the three TSCAs in a three-intersection road network is
efficient. To make the mechanism suitable for more
intersections, the algorithm should be optimized to
reduce the learning time of the TSCAs.

The simulator prototype presented in this paper is a

primitive one thus; further research is needed to extend
it to a practical traffic control system.
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