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Abstract: Forest fire is one of the most dangerous disasters that threaten the safety of human life and property. In 

order to detect fire in time, we detect the smoke when the fire breaks out. However, it is still a challenging task due 

to the variations of smoke in color, texture, shape and the disturbances of smoke-like objects. Therefore, the 

accuracy of smoke detection is not high, and it is accompanied by a high false positive rate, especially in the real 

environment. To tackle this problem, this paper proposes a novel model based on Faster Region-based 

Convolutional Network (R-CNN) which utilizes negative sample mining method. The proposed method allows the 

model to learn more negative sample features, thereby reducing false positives in smoke detection. The experiments 

are performed on self-created dataset containing 11958 images which are collected from cameras placed in 

villages or towns and existing datasets. Compared to other smoke datasets, the self-created dataset is larger and 

contains complex scenes. The proposed method achieves 94.59% accuracy, 94.35% precision and 5.76% false 

positive rate on self-created dataset. The results show that the proposed network is better and more robust than 

previous works.  
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1. Introduction 

Forest fire accidents cause a great impairment to 

human health and nature. To solve fire hazards in time, 

we usually use smoke detection methods to detect fire 

phenomena [3, 4, 17, 22, 44]. In the early days, sensors 

are used to determine whether fire occurs [7, 19]. 

However, this method exists some inherent limitations. 

Concretely, they must be installed close to the location 

of fire. Therefore, sensors are suitable for indoor 

scenes and narrow places but not for outdoor scenes. In 

fact, forest fire accidents usually occur in the wild, so 

the practical value of sensors is relatively low.  

Nowadays, various methods based on computer 

vision have been proposed for smoke detection [5, 39, 

40, 42]. In the past few years, smoke features are 

mainly extracted by the traditional manual feature 

extraction method. In these methods, hand-crafted 

features are input into classifiers, such as Support 

Vector Machines (SVM) [38], Adaboost [10], for 

features learning and classification. Zhao [47] utilize 

kalman filtering to segment smoke regions in images, 

then, calculate the flutter direction angle of segmented 

regions and adopt Local Binary Motion Pattern 

(LBMP) to extract smoke dynamic texture features. 

Finally, Adaboost is used to classify smoke. Pundir and 

Raman [29] adopt the background subtraction method  

 
to obtain region of high motion. Then, RGB values and 

Luminance are used to extract smoke pixel intensities 

and Local Extrema Co-occurrence Pattern is utilized to 

extract smoke texture. Finally, these features are fed 

into Deep Belief Network (DBN) for smoke 

classification. The methods mentioned above have the 

following disadvantages: 

1. The procedures of extracting smoke features are 

complicated. 

2. Smoke features cannot be comprehensively 

extracted. In realistic scenes, it is difficult to achieve 

high accuracy and low false positive rate, due to the 

diversity of smoke characteristics and the 

interference from smoke-like objects. 

Recently, Convolutional Neural Networks (CNN) have 

achieved outstanding performance in the fields of 

image classification [18, 24, 33] and object detection 

[6, 16, 20, 25, 30, 31, 32]. In contrast to hand-crafted 

feature methods, deep learning can automatically learn 

features of images for object detection and 

classification. Khan et al. [20] propose an energy 

efficient system based on Visual Geometry Group 

Network (VGG-16) [33] for early smoke detection in 

both normal and foggy Internet of Things (IoT) 

environments. Muhammad et al. [25] apply AlexNet 

[23] to fire detection. This fire detection scheme 
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achieves higher accuracy compared to earlier methods. 

Although the above CNN smoke detection methods 

avoid the complex process of hand-crafted feature 

extraction, there are still many false positives in 

realistic applications. Therefore, they still cannot meet 

the needs of real scenes. The complexity of real scenes 

is reflected in the following aspects:  

a) The varieties of smoke in color, texture, and shape. 

b) Objects with similar smoke features, such as fog, 

trail, and water surface reflection. 

In this paper, a new model based on Faster R-CNN 

[31] is proposed, which uses improved negative sample 

mining to reduce false positives in smoke detection. 

Concretely, first, Faster R-CNN is used to obtain the 

first round results in smoke detection. Then, through 

analysis of detection results, images of frequent false 

positive areas could be obtained. According to the 

rules of selecting candidate regions in Region Proposal 

Network (RPN) [31], the prepared smoke templates are 

integrated into these images. Finally, the dataset is fed 

back to Faster R-CNN to mine more negative samples 

and learn features. In addition, existing smoke datasets 

such as Ko et al. [21], Toreyin et al. [35], and Vezzani 

et al. [37] are relatively small. These datasets cannot 

apply to complex scenes. To meet actual application 

scenes, dataset used for smoke detection should be 

varied and abundant. Therefore, a large number of real-

world images are collected by cameras located in 

villages and towns. The proposed dataset contains 

smoke images and non-smoke images from different 

cities, complex scenes, and diverse weather. Different 

from previous methods, the proposed method is 

divided into two steps: 

1. Convolutional neural network is trained on self-

created dataset to obtain the model for detecting 

smoke; 

2. Smoke detection results of the first step are 

analyzed to get frequently false positive areas and 

negative sample mining method is integrated into 

the backbone network to reduce smoke false 

positives. Experimental results show that the 

proposed method achieves 94.59% accuracy, 

94.35% precision, and 5.76% false positive rate on 

self-created dataset. The main contributions of this 

paper are summarized as follows: 

a) A dataset based on Pattern Analysis, Statical 

Modeling and Computational Learning 

(PASCAL) VOC2007 [9] benchmark was 

created. This dataset contains 11958 images in 

total, 7,773 images (65%) for training, 1,794 

images (15%) for validation and 2,391 images 

(20%) for testing.  

b) This paper proposes a negative sample mining 

method that is applied to smoke detection 

framework to reduce false positives.  

c) Experimental results on several datasets show 

that the proposed method outperforms previous 

methods. 

The rest of this paper is organized as follows: related 

work is given in section 2; the proposed method and 

the overall framework are detailed in section 3; 

experimental environments and results are summarized 

in section 4; finally, the summary of this paper is 

presented in section 5. 

2. Related Work 

In recent years, many smoke detection methods have 

been proposed [5, 16, 35, 39, 42, 45, 46]. These 

methods can be divided into hand-crafted features 

extraction and deep learning methods. In this section, 

the corresponding methods are briefly reviewed. 

2.1. Hand-Crafted Feature Extraction 

In the early stage, researchers studied smoke detection 

by manually extracting smoke characteristics. Toreyin 

et al. [35] propose an algorithm that mainly determines 

edge region based on its wavelet sub-band energy 

decreasing with time. Subsequently, RGB and 

chrominance values are analyzed to get smoke region. 

Yuan [42] propose an accumulative motion model 

based on integral image by fast estimating motion 

orientation of smoke. Chunyu et al. [5] adopt Lucas 

Kanade optical flow algorithm to calculate optical flow 

of candidate regions. Then, motion characteristics are 

calculated according to the optical flow results. 

Finally, back-propagation neural network is adopted to 

get classification results. Zhao [46] present a candidate 

smoke region segmentation method based on rough set 

theory. Kalman filtering [12] is used to exclude 

interference of static smoke-color objects and adopt 

color space to get smoke regions.  

The process of smoke feature extraction by hand-

crafted feature extraction method is very complex, and 

it cannot extract smoke feature sufficiently. Therefore, 

it is difficult to achieve high accuracy, high precision, 

and low false positive rate in complex scenes. 

2.2. Deep Learning 

In recent years, deep learning methods have shown 

superior performance in many fields such as face 

recognition [8], pedestrian detection [43], object 

segmentation [11, 13], and image classification [34]. 

Yin et al. [41] propose a novel video-based smoke 

detection method that captures space and motion 

context information by using deep convolutional 

motion-space networks. Hu and Lu [16] propose a 

spatio-temporal convolutional neural network for video 

smoke detection. This network uses a multi-task 

learning strategy to identify smoke and estimate optical 

flow while capturing intra-frame appearance features 

and inter-frame motion features. Xu et al. [39] propose 

deep saliency network to detect video smoke. 
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Concretely, the pixel-level and object-level salient 

convolutional neural networks are combined to extract 

informative smoke saliency map. Zhang et al. [45] 

propose joined Deep Convolutional Neural Networks 

(DCNN), in which global image-based CNN is used 

for smoke classification and local patch-based CNN is 

used for smoke localization. 

Compared with hand-crafted feature extraction 

methods, the above methods have achieved significant 

improvements. However, real-world scenarios are 

quite complex. Due to the diversity of smoke 

characteristics and the interference of smoke-like 

objects, these above methods still have difficult to 

reduce false positives. In order to tackle this problem, 

we use an improved negative sample mining method 

during smoke detection. 

 

Figure 1. The architecture of proposed method consists of four modules. In the experiment of this paper, backbone network uses ResNet-50 

for feature map extraction. 

3. Proposed Approach 

In this section, we give detailed description of the 

proposed network which applies improved negative 

sample mining method to the backbone network, 

aiming at decreasing false positives in smoke 

detection. 

3.1. Overall Framework 

As shown in Figure 1, the architecture of the proposed 

method consists of four modules: 

a) Dataset: the experimental dataset is collected from 

cameras that are set in villages and towns. The areas 

monitored by cameras are prone to fire. 

b) Backbone Network: we use Faster R-CNN as our 

backbone network, which is mainly composed of 

Convolution Layer, Region Proposal Network, 

Region of Interest (ROI) Pooling Layer, and 

Classification. This network is trained on self-

created smoke dataset and gets the first-round 

model. 

c) Detection Result: we contain frequently false 

positive regions by analyzing the marked smoke 

location obtained from the first-round results. 

d) Negative Sample Mining: through statistical 

analysis of smoke shapes in our dataset, the network 

can mine more negative samples, so as to reduce 

false positives in smoke detection. 

3.2. Backbone Network 

Faster R-CNN is used as backbone network which is 

an object detection framework that generates proposals 

by using RPN. The backbone network consists of four 

main components:  

a) Convolution layer: extracts feature maps for input 

pictures. The feature maps are shared for subsequent 

RPN layer and ROI pooling layer.  

b) Region Proposal Network: generate proposals that 

may contain smoke. 

c) ROI Pooling layer: map the proposals to the 

corresponding position of the feature map. 

d) Classification: Classify and regress the obtained 

proposal box.  

Although the backbone network can detect the area 

where the smoke is located very well, however, false 

positives rate is relatively high in realistic applications. 

As shown in Figure 2, through detailed analysis of the 

first-round results, false positive areas in images 

frequently concentrate in ground, trail, water 

reflection, rivulet and etc., To tackle this problem, 

negative sample mining method is used to reduce false 

positives. 

 
a) Ground.                                    b) Water reflection. 

 
c) Rivulet.                                                d) Trail. 

Figure 2. The red border is the area where false positives frequently 

occur. 
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3.3. Negative Sample Mining 

In the RPN, proposals are selected on the feature map 

using a 3*3 sliding window. The center point of each 

sliding window in the feature map can correspond to a 

certain point of the original image. At each center 

point, RPN selected nine boxes with different 

proportions and aspect ratios. RPN has two branches: 

classification and box regression. In the classification 

branch, foreground or background are distinguished by 

setting Intersection Over Union (IOU) [28] threshold 

between the proposal and the ground-truth box, and 

each proposal is assigned a binary label (that is, object 

class or background). In the box regression branch, the 

foreground coordinates are adjusted according to the 

ground-truth box. Finally, the final foregrounds are 

obtained by combining results of two branches. 

The proposed negative sample mining method aims 

to enable the network to learn more comprehensive 

feature information. First, according to the first-round 

detection results, we get images of regions where false 

positives often occur. Second, we use a clustering 

algorithm to statistically analyze the smoke shapes in 

the dataset, which allowed us to obtain nearly twenty 

typical smoke templates. As shown in Figure 3, these 

are typical smoke templates selected by statistical 

analysis. Third, according to the rules for RPN to 

select candidate regions, these prepared smoke 

templates are merged into appropriate positions in 

these images which frequently have false positives. As 

shown in Figure 4, these smoke templates are merged 

into images. Finally, these processed images are input 

into the network for retraining. The negative sample 

mining method can mine the frequently false positive 

proposals as negative samples, improve the feature 

extraction ability of the network, and reduce the false 

positives in smoke detection. 

 

Figure 3. According to smoke shapes in original dataset, some 

typical smoke templates are clustered. 

In our experiment training phase, when a proposal's 

IOU is higher than 0.7, this proposal is foreground and 

is assigned a positive label. A negative label is 

assigned to a non-positive proposal if its IOU is lower 

than 0.3 for all ground-truth boxes. Proposals that are 

neither positive nor negative do not contribute to the 

network training. Subsequently, the Non-Maximum 

Suppression (NMS) algorithm [26] is used to remove 

duplicate proposals. The NMS algorithm is a local 

maximum search, non-local maximums values will be 

excluded that can reduce computational cost in the 

network. 

In the experimental testing phase, many proposals 

will be generated when test images pass through the 

RPN. Subsequently, the trained model predicts these 

proposals categories and generates corresponding 

scores. We set the prediction threshold to 0.8. If the 

proposal's score is more than or equal to 0.8, this image 

is considered to exist smoke. 

 
a) Village.                                                b) Field. 

 
c) Lake.                                               d) House. 

Figure 4. The above pictures are part of the dataset after 

incorporating smoke templates. 

4. Experimental Results and Analysis 

Tensorflow framework [1] is used to evaluate the 

proposed method. Experiments are performed on a 

workstation with Intel Core I7, 64GB RAM, NVIDIA 

GeForce RTX 2080 Ti GPU, and the operating system 

is Ubuntu18.04. For the experiment strategies, the 

parameters of each layer are updated using Stochastic 

Gradient Decent (SGD) with the batch-size of 256, 

momentum of 0.9, weight decay of 0.0001, and initial 

learning rate of 0.01. In RPN, there are two initialized 

thresholds α0 and α1. If the IOU between the target 

box and the ground truth is more than α0=0.7, then it is 

a positive sample; if the IOU between the target box 

and the ground truth is less than α1=0.3, then it is a 

negative sample. In the implementation process, 

ResNet-50 is adopted to generate feature map, and 

Faster R-CNN is applied as the backbone network. The 

training procedure was set to maintain the verification 

accuracy for four consecutive epochs. 

4.1. Dataset and Evaluation Metrics 

Existing smoke detection datasets generally cannot 

meet requirements in complex scenes. For example, as 

shown in Figure 5-a) and b), made by Ko et al. [21], 

Toreyin et al. [35], and Vezzani et al. [37] are 

relatively small and the scenes of dataset are simple. 

For this reason, we propose a self-created smoke 
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dataset containing 11,958 images, collected by cameras 

installed in various villages and towns. As shown in 

Figure 5-c), and d), the scenes contained in the self-

created dataset are more complex than previous 

datasets, which involve complicated environments 

(e.g., town, village) and diverse objects (e.g., lake, 

forest, house, trail). These images are labeled 

according to PASCAL VOC2007 benchmark. The self-

created smoke dataset consists of 9,567 train-validation 

images and 2,391 test images. In the test set, there are 

1,196 images with smoke and 1,195 images without 

smoke. 

 
a) Town.                                            b) Rual road. 

 
c) Village.                                                         d) Field. 

Figure 5. The results of smoke detection in different scenarios. 

All methods are evaluated by the following widely-

used criterion. Concretely, True Positive (TP) is the 

number of images with smoke detected as smoke 

images. True Negative (TN) is the number of images 

that without smoke and detected as non-smoke images. 

False Positive (FP) is the number of images without 

smoke but detected as smoke images. False Negative 

(FN) is the number of images with smoke detected as 

non-smoke images. As follows, accuracy, precision, 

and false positive rate are used as evaluation metrics. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 =
𝐹𝑃

𝑇𝑁 + 𝐹𝑃
 

4.2. Experiments on Self-Created Dataset 

As shown in Table 1, the results of the proposed 

method and previous method are presented. In [44], 

due to smoke dataset being insufficient, author uses 

Faster R-CNN to extract features of synthetic smoke 

dataset. This method is replicated on the self-created 

dataset which achieves accuracy, precision, and false 

positive rates are 90.39%, 86.35%, and 15.38% 

respectively. For fairness, the proposed method also 

uses Faster R-CNN for feature extraction. However, 

different from the above method, the negative sample 

mining method is incorporated into the proposed 

method. The experimental results showed that the false 

positive rate of the proposed method on the test set is 

5.76%, which is 9.62% lower than the method reported 

in [24]. Meanwhile, accuracy and precision are 

improved by 4.20% and 8.00% respectively. On the 

whole, the proposed method significantly improves the 

performance of smoke detection. Figure 6 shows 

several images in the test set and the detection results 

in the proposed method. 

Table 1. Comparison with different smoke detection methods. 

Methods Accuracy Precision False Positive Rate 

[44] 90.39% 86.35% 15.38% 

Our method 94.59% 94.35% 5.76% 

To further confirm that the proposed method can 

reduce false positives, we conducted comparative 

experiments to compare these methods. As shown in 

Table 2, the comparison methods are all based on RPN 

to select proposals. It is obvious that the performance 

is improved after incorporating negative sample 

mining methods into these networks. To ensure the 

authenticity and reliability of the data, both Libra R-

CNN and Cascade R-CNN were trained and tested on 

self-created datasets. In Libra R-CNN, accuracy, 

precision, and false positive rate are 72.25%, 81.84%, 

and 12.95% respectively. After incorporating the 

proposed method, accuracy and precision are improved 

by 2.15% and 2.94% respectively. Meanwhile, false 

positive rate is dropped by 2.07%. Before 

incorporating the proposed method, accuracy, 

precision, and false positive rate are 84.58%, 96.00%, 

and 3.06% respectively in cascade R-CNN. After 

incorporating the proposed method, accuracy and 

precision are improved by 0.59% and 2.18% 

respectively. At the same time, false positive rate is 

decreased by 1.71%. In general, the proposed method 

can be applied to any networks that select proposals 

based on RPN. This method can reduce false positive 

and improve accuracy and precision. 

Table 2. Detection results of Libra R-CNN, Cascade R-CNN and 
our method. NSM means negative sample mining. 

Methods With NSM Without NSM 

Libra R-CNN [27] 74.40% 84.78% 10.88% 72.25% 81.84% 12.95% 

Cascade R-CNN 

[2] 
85.17% 98.18% 1.35% 84.58% 96.00% 3.06% 

Our method 94.59% 94.35% 5.76% 90.39% 86.35% 15.38% 

 
a) Town.                        b) Mountain area.                        c) Field. 

 
   d) Village.                          e) Courtyard.                     f) House chimney. 

Figure 6. Probability scores and location prediction produced by 

the proposed method on test set. 

(1)

_ 
(2) 

(3) 
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4.3. Performance on other Datasets 

In order to further verify that the proposed method 

achieves good performance in other datasets, 

experiments are conducted on the dataset used in [36]. 

This dataset is about flame detection and processed 

according to PASCAL VOC2007 benchmark. Among 

them, training set has 2059 images and test set has 400 

images. Table 3 shows the experimental results, F1-

score in [14] achieves 91%, but it is still 2.02% lower 

than F1-score of the proposed method. Compared with 

[37], the proposed method is also higher in accuracy 

and precision, and false positive rate is much lower 

than it. Figure 7 shows [36] flame dataset and the 

corresponding detection results.  

Table 3. Experiments on the dataset in [35]. 

Methods Accuracy Precision False Positive Rate F1-score 

[4] - - - 88% 

[15] - - - 78% 

[43] - - - 91% 

[14] 87.75% 81.3% 22.5% 88.87% 

Our method 92.75% 89.77% 11% 93.02% 

 
a) House on fire.            b) Suburban fire.                   c) Indoor fire. 

 
d) Fireplace.                       e) Picnic fire.                      f) Crop burning. 

Figure 7. Probability scores and location prediction produced by 

the proposed method on [36] dataset. 

4.4. Ablation Studies 

The backbone network adopts RPN strategy to extract 

proposals. α0 and α1 are two key parameters in the RPN 

which are used to determine thresholds for selecting 

positive samples and negative samples, respectively. In 

this paper, the thresholds α0 and α1 are set to 0.7 and 

0.3, respectively. 

In order to prove that the threshold we set in RPN is 

optimal, ablation experiment will be used to evaluate 

the selection of threshold. From previous experiences 

[31], we set the range of values for α0 to (0.6, 0.9) and 

α1 to (0.1, 0.4) and adopt control variates to search in 

steps of 0.1. As shown in Figures 8 and 9, when α0 is 

0.7 and α1 is 0.3, accuracy and precision of smoke 

detection is the highest. Similarly, the same search 

strategy is adapted to find optimal parameter values for 

reducing false positive rate. As shown in Figure 10, the 

false positive rate is also lowest when α0 is 0.7 and α1 

is 0.3. 

 

Figure 8. Accuracy of the backbone network. 

 

Figure 9. Precision of the backbone network. 

 

Figure 10. False positive rate of the backbone network. 

5. Conclusions 

In this paper, we propose a negative sample mining 

method to reduce the false positive rate in smoke 

detection. The method is based on the training sample 

selection rule of RPN, which selects more complex 

samples as negative samples to adjust the input of the 

detection network, thus improving the ability of the 

network to learn positive samples. In addition, a new 

challenging smoke detection dataset is created which is 

richer and more authentic than previous datasets. In 

this dataset, the proposed method outperforms than 

preceding smoke detection methods, achieving 94.59% 

accuracy, 94.35% precision and 5.76% false positive 

rate. Thus, it can be found that the improved network 

can substantially reduce the false positive rate caused 

by the interference of smoke-like objects in the real 

environment. 
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For now, false positive pictures are selected 

manually, which is inefficient. In the future, we will 

use deep learning or machine learning to select false 

positive pictures automatically. 
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