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Abstract: Face biometric systems provide automatic verification or identification of a person. But nowadays using hacked or 

stolen photographs or videos is one of the most common manners for spoofing such systems. This problem can be solved by 

using some specific hardware’s like IR or stereoscopic cameras. However, the additional hardware should be low cost and 

applicable for the facial recognition purposes. To deal with the spoofing problem, we present single image and real-time 

method that can work with conventional cameras. Facial images commonly contain surface textures and the dept 

characteristics that cannot be found in a photograph and also there are some differences in the frequency distribution of a real 

face and a fake one. These two properties are the basic features of the most Liveness detection systems. In this paper, we aim 

to utilize an automatically facial Liveness detection method that combines these two features to have a robust and reliable 

method for single image Liveness detection. We use the fusion of the Zernike moments of Fresnel transformed images and 

multi-scale Local Binary Patterns (LBP) histogram and fed them to Principal Components Analysis (PCA) and Fisher’s 

Discriminant Ratio (FDR) analyzers to obtain efficient and rich sets of features. The results show that we can achieve to the 

features that are half/quarter the size of original feature sets using FDR /PCA respectively. The results show that we could 

have Liveness detection features stronger in performance and smaller in dimension in comparison with the common and state-

of-the-art methods like LBP. 
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1. Introduction 

Facial recognition methods automatically identify a 

person from his or her digital images [1, 3, 5]. In 

contrast with other biometrics systems that use 

biometrics such as iris [7, 22, 33] finger print [9, 21, 

27] and vain pattern, facial recognition has preference 

because of its simplicity and non-contact process [2, 

24, 25]. Unfortunately these biometric systems can 

easily be spoofed using fake samples. Such attacks are 

most commonly found in facial recognition and 

identification systems. A physiological biometric such 

as face image can be easily hacked or downloaded 

through internet or simply captured using hidden 

cameras. There are some different clues for attack 

detection. Anti-spoofing techniques for facial 

biometric systems can be classified as movement of the 

facial components, texture analysis and Liveness 

detection.  

The movement detection techniques are based on 

the difference between the manner of head, eyes and 

lip movement in a 2-D fake image and a real face [4, 

18]. 

Pan et al. [26] presents an involuntary eye-blinking 

detection method that is proposed by integrating a  

 

structured prediction method. Kollreider et al. [15] 

used the evaluation of the head movement and the 

facial components trajectory from the sequence of 

facial images. The system was based on the 

measurement of the nose and the ears lateral 

movement during the head rotation around its vertical 

axis. A simplified optical flow analysis that is one of 

the Liveness detection methods investigates the 

trajectories of selected parts during the movement. 

The other anti-spoofing method using movement 

detection is investigated by Jee et al. [11]. The 

system detects and use centre points of both eyes in 

order to extract the eye movement. Five sequential 

images are utilized and the eye regions quantized to 

be binary pictures. The hamming distances between 

the five images are calculated to distinguish between 

a live face and a photograph.  

The texture analysis algorithms are based on the 

image quality, the printing failures and the blurring 

of the images. Li et al. [18] analyze the 2-D Fourier 

spectra of the fake printed photos and real faces. The 

method doesn’t works properly for the high quality 

samples. Maatta et al. [23] proposed an approach to 

detect and analyze the facial images texture using 

multi-scale Local Binary Patterns (LBP). Most of the 
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LBP-based algorithms use a face image divided into a 

grid of small and overlapping regions, where a 

histogram of the LBP for each region is constructed. 

The concept of LBP anti-spoofing method is based 

on the idea that the human faces and prints reflects 

lights in different ways because a human face has a lot 

of complexity and 3D object whereas the spoofing 

photograph that can be seen as a planar rigid object. 

Nonetheless, the LBP descriptors concentrate on the 

micro-texture and surface properties of real faces and 

prints and not the 3D nature of the real faces. 

Liveness detection focuses on the detection of 

attacks by using the signs of life such as eye-blinks and 

leap movements [16, 26]. In this research, using the 

fusion of holography and multi-scale LBP of face 

pictures together, leads to a strong feature for the facial 

anti-spoofing systems.  

The LBP ability and its applications in facial 

expression recognition algorithms and also facial anti 

spoofing methods has already been proven. But using 

LBP without envisaging the 3-D structure of human 

faces is not completely helpful [23]. To overcome this 

issue we use the Fresnel transformation because of its 

3-D interpretation ability of light diffraction detection 

of pictures. [30]. Using such features could be helpful 

when we want to detect the existence of different 

details in a 3D real face in comparison to the hacked or 

stolen printed pictures. The remainder of this paper is 

organized as follows: Section 2 discusses pre-

processing and our proposed algorithm on Liveness 

detection and face recognition using a publically 

available database. The feature extraction and 

experimental results in Liveness detection are 

described in section 3. The experimental results are 

discussed in section 4 and our discussion can be found 

in section 5. The conclusions are shown in section 6. 

2. Proposed Algorithm  

In this research, the histograms of LBP and the Zernike 

moments of Fresnel diffraction of planner pictures are 

both used to identify two real and fake optical subjects. 

Figure 1 shows the stages of separating the original 

picture from the fake one. Making the data base is the 

first step. 

We evaluated our algorithm using the publicly 

available PRINT-ATTACK database. It contains 400 

videos of 50 clients, 200 videos for real clients and the 

same number for spoofing photographs. Hence, we 

have 400 videos of real and spoof attempts. 

There are two different record conditions:  

1. Controlled Videos: The condition with a uniform 

background scene and a fluorescent lamp as light 

source  

2. Adverse Videos: The second case with the non-

uniform background scene and the day light 

illumination.  

 

 
 

Figure 1. Diagram of an anti-spoofing system using the fusion of 

Fresnel diffraction and LBP pattern features 

The real videos are captured with a resolution of 320 

by 240 pixels at 25fps and are 15 seconds each (375 

frames). The printout of each client displayed by the 

other person and the spoofing video clips are 

generated. The spoofing videos are taken under the 

same condition of real-client accesses and of about 

10 seconds. We have two different attack modes for 

each spoof attempt:  

1. The operator holds the printed photograph (hand-

attacks).  

2. The prints are glued to the wall (fixed-attacks).  

24 frames of each video with the same frame 

intervals, 9 for real client accesses and 7 for the 

spoofing videos, are used. Some examples of real, 

hand-attack and fixed attack samples are shown in 

Figure 2.  

 

Figure 2. Example of PRINT-ATTACK database images, real 

faces (upper row) and from printed photos with the glued 

photograph (middle row) and hand held ones (lower row). As we 

can see there are many similarities that make it hard to separate 

real pictures from the fake ones. 

2.1. Pre-Processing 

Facial detection is the first stage after taking movie 

samples. The technique that we used in facial 

detection is a cascade of classifiers based on a variant 

of LBP [30] referred Modified Census Transform 

(MCT) [1]. The detected faces are then cropped and 

normalized into 64×64 pixel images. 

We consider two strategies to extract and analyze 

facial image micro-textures that have essential 

information to recognize the difference between a 
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live human face and a fake photograph, the face 

Fresnel diffraction matrix and LBP. 

The LBP method has already been used in a large 

number of applications like facial detection, 

recognition and Liveness detection. [1, 8, 23] As we 

will see in the following sections , there are significant 

differences in LBP images that can be seen in 

examples of real images and fake ones. These 

differences occur in facial areas where there are some 

dissidences between the light reflected by a flat 

printout surface compared to the real face images. 

2.2. Local Binary Patterns 

LBP is one of the best nonparametric descriptors, 

which efficiently describes the local structures of 

images. Nowadays, the LBP applications in many 

areas of image processing and computer vision are 

proved. It has been exploited for facial tasks which 

include face detection, face recognition and facial 

Liveness detection [17, 28, 32]. 

The original LBP operator is simple and labels the 

pixels of an image by thresholding the 3×3 

neighbourhood values of each pixel with the center 

value and considering the result as a binary number. As 

can be seen in Figure 3 for each given pixel, the value 

is compared with its eight surrounding 3×3 neighbours 

and a binary number is obtained by subtracting the 

center pixel value from the neighbour values. The 

resulting positive and zero value are encoded with 0 

and the negative values are encoded with 1 and the 

corresponding clockwise binary values are converted 

to decimal. 

 

Figure 3. The LBP values are obtained by thresholding each pixel 

compared with its neighbouring pixels and illustrates the result as a 

binary number. The binary values are converted to decimal and the 

gray-level values make the corresponding LBP images. 

Figure 4 shows the corresponding LBP images of 

real faces and fake printout pictures (fixed and hand 

held).  

Real 
  

Fixed-attack 

  

Hand-Attack 

  
 a) Original. b) LBP. 

Figure 4. The LBP images of real and fake samples. 

As can be seen in LBP images, there are 

significant differences between the real and fake 

pictures ,especially in the corner areas of the image 

that have different light reflections in real 3d face and 

flat fake pictures. 

2.3. Fresnel Diffraction 

As mentioned before, our method takes advantage of 

two powerful texture operators, one was LBP and the 

other operator that we used to identify the three-

dimensional nature of images is extracting the 

Fresnel transformation of face real and fake images. 

The intensity of the Fresnel diffraction is used to 

extract the features that are useful for liveness 

detection. The differences between the diffracted 

Fresnel images taken from an actual real case and a 

spoofing sample could be helpful in liveness 

detection. We chose these features as anti-spoofing 

texture operator for two main reasons: Because of the 

ability to describe the 3D properties of planar images 

and because the lights diffracted from every subject 

(3D or planar) are completely dependent on the 

amount and direction of the beams shone through and 

reflected from the subject. 

Fresnel transformation has the ability to compute 

the diffraction pattern of a planar subject by taking 

the Fourier transformation of the pictures [13, 29]. 

This transformation could distinguish the two 

different, live and fake, subjects considered in this 

paper. If we assume that the reflected beam from the 

picture is a beam of monochromatic light of 

wavelength λ, traveling parallel to the z-axis, then the 

electric field E(x, y) of the diffracted light at any 

point (x, y) in the transform plane is expressed below. 

We assume that the plane is parallel to and at a 

distance z_0 to the right of the picture plane. 
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Where 2 /k    and x, y are the x and y coordinates 

in the picture and the transform plane and A is the 

amplitude of the picture. It is assumed that 

   
2 22
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 
 and the reference beam travels 

along z axis. 

The field of the reference beam at the projected 

plane can be represented as: Er=Ar exp(ikz0) where Er 

is the field of the reference beam and the resulting 

light intensity diffraction is then:  

     
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Where E
*
(x, y) is the complex conjugate of E(x, y). 

Assuming the beam reflected from a face has 

some differences from the beam reflected from a 

printed picture, we could have some differences in 

(1) 

(2) 
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Fresnel diffraction intensity that could be an 

appropriate feature to separate the original and the fake 

picture from each other.  
Figure 5 shows some examples of real client images 

and the corresponding real and fake Fresnel diffraction 

images. As can be seen there are some obvious 

differences between the real and fake pictures on the 

corners of the picture and eye locations. 

 

Figure 5. Real, fake and the corresponding Fresnel transformed 

images. Each row shows the original picture of the client and the 

corresponding to the real, hand attack and fix attack Fresnel 

transformations. 

These differences are due to the nature of Fresnel 

transformation in simulation of the diffracted light 

from the objects. This is the property that is important 

in our research because the light diffraction of a flat 

face photograph is totally different from the diffracted 

light of a rugged, 3D and full of ups and down real 

face. 

2.4. Zernike Moments  

We proposed a new generative facial anti spoofing 

approach based on the Zernike moments invariants as 

the features of liveness detection. Using the Zernike 

moments has proven to be a strong feature for facial 

recognition and verification [6, 10, 12, 14, 19, 31]. 

The advantage of using Zernike moments in 

comparison with other facial recognition methods like 

LBP is flexibility in terms of size and detail of local 

description with the same computational complexity. 

These advantages motivated us toward utilizing 

Zernike moments invariants for facial liveness 

detection and anti spoofing systems. In the present 

research, this ability is used to differentiate two optical 

system using live and fake samples. Zernike moments 

could introduce a set of orthogonal polynomials that 

are interior of the unit circle. These polynomials could 

be written as: 

            ( , ) ( , ) ( ) ( )
nm nm nm

V x y V R exp jm      

Where n positive integer or zero, m positive or 

negative and |m|≤n, n-|m| is eve, ρ length of vector 

from origin to (x, y) pixel,   angle between vector and 

x axis on counter clockwise direction, Rnm(ρ) radial 

polynomial defined as: 
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The Zernike moment of order n and m for a digital 

image is:  

      * 2 21
( , ) ( , ), 1
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n
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Where mnnm AA  ,

*
 the important point here is the 

accurate and efficient estimation of n as the high 

order Zernike moment. The idea to find the best n is 

that we assure the number n has the ability of picture 

representation. We could estimate the proper n with a 

simple method. Let’s assume that fi is a picture and 

if̂  is the reconstructed picture of fi with n=i, then we 

have ),ˆ( ffH i  where H is the hamming distance 

between fi and if̂  . If ),ˆ( ffH i   where is a pre-

selected threshold, we can assure that a good 

reconstruction is occurred. We normalized the 

magnitude of Zernike moments to achieve the 

features that are scale and translation invariant in 

addition to Zernike moments rotation invariance 

property [14]. 

3. The Fusion of Fresnel Transform and 

LBP 

We studied two different texture operators, and we 

discussed that each of these methods has its own 

advantages in micro structure analysis and 3d 

interpretation of planar images. Figure 1 shows the 

algorithm used for our implementation. As we have 

previously discussed, we are able to extract features 

from facial images using two methods, LBP and 

Fresnel transformation. Both the LBP and Fresnel 

transformed images must be divided into 9 

overlapping windows. Figure 6 shows a client and his 

Fresnel transformed image divided into 3×3 

overlapping regions. 

 

 

 

Figure 6. The original and the corresponding Fresnel transformed 

image divided into 3×3 overlapping regions. 

Although the windows size and the amount of 

overlapping is important in accuracy and 

performance, we did concentrate on this issue 

because it was investigated in previous researches. 

[25]. 

We also divided the LBP images using the same 

size and overlapping as we did for Fresnel images. 

(3) 

(4) 

(5) 
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We used all of these 9 windows and also the whole 

facial images to solve the liveness detection problems 

in holistic and local feature-based approaches. We used 

uniform patterns for the computation of LBP labels, a 

separate label for each uniform pattern is used and all 

the non-uniform patterns are labelled with a single 

label. The notation 
u2

P,R
LBP is used for LBP operator that 

indicates using P and R neighbourhood. The u2 index 

implies only uniform patterns and all remaining 

patterns are labelled with a single label. We applied 
u2

8,2
LBP  and 

u2

16,2
LBP operators for extracting the 

corresponding LBP pictures. Both LBP operators are 

used for the whole picture and 
u2

8,1
LBP for the nine 

overlapping sub images. Figure 7 shows the LBP 

image of real and fake pictures using 
u2

8,1
LBP and 

u2

16,2
LBP

operators. As we can see both operators, Fresnel 

transformation and LBP has meaningful local and 

holistic texture differences between real and attack 

samples. We used the same windowing for extracting 

the Fresnel transformed pictures and the corresponding 

Zernike moments of the whole image and its 

overlapping windows are extracted. 

 

Figure 7. The LBP images of real and fake picture using u2

8,1LBP  

and operators. As can be seen there are some meaningful 

differences between the real and fake images. 

Now we have two approaches to extract features 

from the picture and its overlapping windows 

explained before. The first is the histogram extracted 

from LBP and holographic images and the second is 

the Zernike coefficients corresponding to these images. 

Both of these features have proven to be powerful for 

characterizing facial expressions. 

3.1. The Histogram of LBP Images 

All of the facial images are cropped and normalized 

into 64×64 pixel images in the pre-processing stage. 

We applied 
u2

8,1
LBP operator on all of the nine sub 

windows and their local 59-bin histogram is computed. 

The result is a 9×59=531 histogram feature 

corresponding to nine overlapping images. 

Two other histograms from the whole image are 

calculated using 
u2

16,2
LBP and 

u2

8,1
LBP operators, a 243-bin 

histogram for the first and a 59-bin histogram for the 

second LBP operator. Consequently, the size of the 

final feature histogram is 833 (i.e., 531+59+243). 

3.2. Zernike Moments Feature Extraction 

The same windowing is used for extracting Zernike 

moments of face holographic intensity matrices. We 

calculated Zernike moments of the whole image and 

all of nine overlapping windows. The first 120 

Zernike moments are calculated for the whole picture 

and 80 for all the nine sub-windows.  

With using a wider range of Zernike coefficients 

in entire windows, we can analyze the holistic details 

that are important for liveness detection. 

Therefore, the final Zernike features are made by 

putting together the 120 Zernike moments of the 

whole window and the 80 Zernike moments of nine 

overlapping sub-windows. Hence, the final Zernike 

moments feature size is 9×80+120. 

4. Experimental Results 

As discussed before we have two feature sets, the 

histogram set of local binary patterns and the Zernike 

moments of Fresnel transformation. Hence, the 

simplest feature fusion approach is putting them 

together. Using the Fresnel transformation and local 

binary pattern together makes our feature set hold 

richer information related to both the micro structures 

of the images and spatial frequencies. Some 

advantages of using local binary pattern are being 

tolerant to illumination changes, robustness to 

monotonic gray-scale changes and also 

computational simplicity. These advantages specially 

the sensitivity to changes in gray level are important 

to explore differences between live and fake images, 

this can be clearly seen in lateral zones and the 

corners of the extracted images in Figure 7. We 

normalized the 833 LBP features and 840 Zernike 

moments and then put them together. Hence, the 

length of the final feature set constructed by our 

fusion is 833+840 i.e., 1673. As we will see, the 

feature set extracted by putting these two feature 

vector together lead to a very strong feature set that is 

tangibly more separable in comparison with either of 

the two mentioned methods, Zernike and LBP. 

Although, the features extracted by putting the 

normalized LBP histograms and Zernike moments 

together are suitable for liveness detection, but the 

dimension of the features is important and should be 

considered. As mentioned before our overall feature 

size is 1673 that is almost twice the size of the 

present state-of-the-art methods. The classification 

Problems with high dimensional input vectors tends 

to a large number of parameters to learn, and more 
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complexity of the classifiers. There are some 

motivations for dimensionality reduction of the 

features. Obtaining a small set of features from high 

dimension descriptions can help us to prevent: 

1. Large Variance of Estimates: That may cause the 

features overlapping problems. 

2. Overfiting of the Learning Algorithm: If the number 

of features is large, the number of samples may be 

too small for accurate parameter estimation. 

3. Irrelevant Attributes (Near Duplicates, Poor 

Predictors): Dimensionality reduction finds 

irrelevant attributes. Therefore, we can reduce the 

volume and improve the efficiency of the data 

mining process. 

4. Processing Time: Results show that dimensionality 

reductions significantly shorten the processing time 

due to the low amount of memory resources needed 

and provide the simpler feature extraction 

techniques.  

Dimensionality reduction can be achieved either by 

feature selection or transformation to a low 

dimensional space. In this paper we investigate two 

methods of dimensionally reduction: One is sorting the 

features in descending order of the separability ratio 

using Fisher’s Discriminant Ratio (FDR); the other is 

Principle Component Analysis (PCA). 

4.1. Dimension Reduction using FDR 

The FDR is calculated for scoring the reparability 

capabilities of our individual features. The FDR is 

calculated as follow: 

                      
2

1 2

2 2

1 2

( )

( )
FDR

 

 





 

The FDR takes large values when samples in the l-

dimensional space are well clustered around their 

means, within each class, and the clusters of the 

different classes are well separated. 

Figure 8 shows FDR values related to LBP, Zernike 

moments and our fusion features sorting in descending 

order. The dimension of our features could be reduced 

by choosing the first main features that are sorted by 

FDR. We took the first 50, 100, 350, 750, 850, 1050 

features that are sorted by the FDR. Figure 9 shows the 

Region Of Convergence (ROC) curve for 

discrimination of live and fake samples with different 

dimension of the feature set. The area under ROC 

curve quantifies the overall ability of our feature set to 

discriminate between fake and live classes. As can be 

seen, the ROC curves remain unchanged for feature 

sizes larger than 840. Hence, the remaining 

components of the feature vector are not important for 

discrimination of the two fake and live classes and 

could be neglected. Table 1 shows Area Under Curve 

(AUC) calculated using different feature sizes. As can 

be seen in table 1 and also mentioned in Figure 9 the 

features of more than 840 that are sorted by FDR 

quantities, may be assumed to be irrelevant to 

Liveness detection and there is no need to be 

measured. The advantage of using FDR is identifying 

the features that are important for the goal of 

separation the real and fake samples, as a result, there 

is no need to measure the remaining features that do 

not contain valuable information for Liveness 

detection.  

 
Figure 8. FDR values related to the LBP, Zernike and our fusion 

features sorting in descending order. 

 
Figure 9. The ROC curve for discrimination of live and fake 

samples with different dimension of the feature set. 

In addition to the advantages of having the low 

dimension feature sets that mentioned above, we 

could speed up the calculation time because the 

amplitude of Zernike moments and also the 

histogram components of LBP are independent and 

the measurement of one moment is not related to 

other moments. 

4.2. Dimension Reduction using PCA 

PCA is used to perform a linear mapping of the data 

to a lower dimensional space while the information 

loss is at the least level. This is done by summarizing 

the data set and thereby considering the data which is 

of the most importance to the information stored in 

the data. This process is called dimensionality 

reduction, because a vector A which contains the 

original data and is N-dimensional is reduced to a 

truncated vector B which is M-dimensional, where 

M<N. What we are seeking in PCA is: How can we 

map vector A into a vector B with smaller dimension 

without losing the information contained in A. 

Therefore, we need to find a linear operation that 

should be performed on vector A to transform it to 

(6) 
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vector B, where the information of B is almost equal to 

the information of A and to transform the given data set 

A of dimension N to an alternative data set B of smaller 

dimension M. 

We should perform a linear operation, using matrix: 

                                B QA  

In PCA dimensionality reduction process, the best data 

to eliminate from data vector A with a given 

correlation matrix R, is the data with the smallest 

variance. This is the data determined by the smallest 

eigenvalues of the matrix R. A correlation matrix R of 

a random vector A is the expectation of the outer 

product of vector A with itself:  

                           [ ]
T

R = E A A  

Given a random vector A of dimension N and its 

correlation matrix R we can reduce its dimension to M 

(with M<N) by PCA in five steps: 

1. Calculate the eigenvectors Q and eigenvalues λi of 

correlation matrix R: 
i ii

Rq q . Where 
i

q  s are N 

eigenvectors of the correlation matrix R. 

2. Sort the eigenvalues in decreasing order: 

λ1>λ2>..>λM 
>..>λN. 

3. Choose the eigenvectors which belong to the first M 

largest eigenvalues. 

4. Calculate truncated vector B by
 

T

i i
b A q  for i=1, 

..., M 

5. Use B as the feature vector. 

As mentioned before, our features are constructed by 

833 LBP histograms and 840 Zernike moments, 

therefore, the length of the final enhanced feature is 

1863 (i.e., 833+840). 

The PCA can be used to reduce the feature vector 

dimension. The idea is to investigate the PCA for the 

LBP and Zernike moments separately and then putting 

the results together as the overall feature of liveness 

detection. 

Now we can run PCA for the both data sets. We 

first apply PCA to the LBP data set. Figure 10 shows 

ROC curves corresponding to the different sizes of 

PCA applied to LBP. 

 

Figure 10. ROC curves corresponding to the different sizes of PCA 

applied to LBP histograms. As can be seen in the ROC curves, 

there is not any significant change in accuracy and ROC curves of 

the features extracted by PCA with the N greater than 250. 

 It can obviously be seen that there is no major 

difference between the ROC and corresponding AUC 

of the feature sizes greater than 250 for the LBP data 

set. It means that we could have a dimensionally 

reduced feature data vectors that are three times 

smaller than the actual LBP feature vectors and with 

the same efficiency. 

The main reason that makes it possible to have 

such a significant dimension reduction is the 

existence of the unwanted histogram values that are 

not important in Liveness detection.  

The major differences between the live and fake 

LBP extracted pictures are occurred in the lateral 

regions and the corners. 

The histogram values that are related to the central 

parts of facial images have not the same importance 

as the corners and lateral regions but they should not 

be easily neglected. Sometimes, during the face 

detection phase, the extracted faces are not exactly in 

the center of the image frame. Therefore, the 

illumination of unwanted values is not possible 

without investigating the whole feature sets and 

getting help from a suitable dimensionality reduction 

technique like PCA.  

Our next step is to apply PCA on the Zernike 

moments feature sets. ROC curves corresponding to 

the different sizes of PCA data set is shown in Figure 

11. The PCA is applied on Zernike moments 

amplitude. The figure shows the different ROC 

curves corresponding to the first N features that are 

produced by PCA. 

 

Figure 11. ROC curves corresponding to the different sizes of 

PCA applied to Zernike moments of Fresnel transformed images. 

As can be seen in the ROC curves, there is not any significant 

change in accuracy and ROC curves of the features extracted by 

PCA with the N greater than 150. 

As can be seen in the ROC curves and the results 

of Table1, there is not any significant changes in 

performance of the features extracted by PCA for the 

N greater than 150. The results show that the 

minimum and appropriate feature size for the Zernike 

moments is smaller than the minimum of the feature 

size proper for LBP images. This is because of the 

nature of Zernike moments in comparison with the 

histogram values. The histogram values only imply 

the gray scale and the intensity of the facial images, 

whereas the Zernike moments not only relate to the 

intensity of the images but also interpret to the spatial 

frequency of them. Therefore, the Zernike moments 

(7) 

(8) 
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of facial Fresnel transformed images seems to need 

smaller feature size than the LBP histograms. Table 1 

shows the classification accuracy of our method in 

recognition of live and fake images. 

Table 1. The classification accuracy AUC, TP, TN, FN, FP and the 
standard deviation of all the presented algorithms. 

FP FN TN TP STD AUC Accuracy Feature size  

 

18.4 6.6 93.4 81.6 0.012 0.95 87.50 80 

LBP 

+ 

PCA 

18.1 6.4 93.6 81.9 0.011 0.96 87.75 100 

17.9 5.6 94.4 82.1 0.011 0.96 88.25 150 

9.7 2.6 97.4 90.3 0.003 0.99 93.85 250 

10.1 1.9 98.1 89.9 0.005 0.98 94.00 300 

10 2.8 97.2 90.0 0.007 0.98 93.60 350 

10.6 15.6 84.4 89.4 0.027 0.87 86.90 35 

Zernike 

+ 

PCA 

4.4 18.8 81.2 95.6 0.012 0.96 88.40 50 

0.7 20.8 79.2 99.3 0.012 0.97 89.25 80 

0 11.7 88.3 100 0.006 0.99 94.15 150 

0.8 11.6 88.4 99.2 0.006 0.99 93.80 200 

0 12.5 87.5 100 0.005 0.99 93.75 300 

7.7 44.4 55.6 92.3 0.03 0.77 73.95 50 

Fusion 

using 

FDR 

0 35.6 64.4 100 0.013 0.95 82.20 100 

0 18.3 81.7 100 0.002 0.99 90.85 350 

0 5.4 94.6 100 0 1 97.30 750 

0 2.9 97.1 100 0 1 98.55 850 

0 2.2 97.8 100 0 1 98.90 1050 

0 1.3 98.7 100 0 1 99.35 400 PCA 

Fusion 
0 1.1 98.9 100 0 1 99.45 1673 

without 

D.R 

We calculated AUC, TP, TN, FN, FP, accuracy and 

standard deviation of all the presented algorithms. 

The results show that both LBP histograms and 

Zernike moments of Fresnel transformed images have 

the ability to separate the live and fake facial images. 

The fusion of LBP and Fresnel transformed images 

made powerful features for expression of the 

differences between the original and spoofing images. 

The standard deviation measured for ten different train 

and test sample sets (using leave one out method) 

shows that our method is more accurate and robust 

than the two single methods explained before. (i.e., 

LBP histograms and Zernike moments of Fresnel 

transformed images). 

The results also show that it is preferred to use the 

data dimensionality reduction methods like sorting the 

FDR and using PCA without decrease in accuracy for 

the Liveness detection. Although, using the FDR tends 

to more dimensionality feature vectors than the PCA 

algorithm but we have the advantage of choosing only 

the major and best features and not computing all the 

feature sets. In other word, we use a feature selection 

algorithm that let us to choose a subset of relevant 

extracted features and not the whole range of features. 

Both the Zernike moments and histograms 

amplitude are invariant and we can measure the 

selected features instead of calculation of the whole 

coefficients.  

This advantage results in less computation time and 

also simpler classifier. Using the PCA dimensionality 

reduction algorithm lets us get the same level of 

accuracy with the features 3 times smaller than the 

state of the art methods like enhanced multi scale LBP. 

Using PCA needs measuring the whole feature sets 

and coefficient; therefore, we could take the other 

advantages of dimensionality reduction like using 

simpler classification, robustness, faster optimization 

and not having the over fit problems. 

4.3. Classifications 

A ten-fold cross-validation is used, and averaged 

scores are reported for all the Liveness detection 

methods. We used a leave five out cross validation 

for all the 50 subject video images. 

the data set was divided into ten equal sets 

consisting of five subjects. Nine of them are used for 

the training, one for testing.  

Therefore, the train sets consist of 45 and the test 

sets consist of 5 individual subjects. 

The training images were labelled as “live” and 

“fake” and fed to an optimal polynomial Support 

Vector Machine (SVM) classifier. 

We used the same image size, window size and 

the classifier for all the data sets and methods. 

5. Discussions 

We utilize two feature selection and feature 

extraction dimensionality reduction methods using 

FDR and PCA. The results show that we achieved to 

the features that are half and quarter the size of 

original feature sets using FDR and PCA 

respectively. 

The results show that we could have liveness 

detection features stronger in performance and 

smaller in dimension in comparison with the 

common and state-of-the-art methods like LBP and 

wavelet Gabor. 

As can be seen in Table 1 and the ROC curves, the 

fusion of Fresnel transformed images and local 

binary patterns made strong features that provided 

significant performance improvement in comparison 

with common liveness detection methods. The reason 

could be explained by the Fresnel transformation, 

Zernike moments and LBP properties. 

Fresnel transformations of two different optical 

systems that have different sample rates are different. 

The sample rate of a real sample relates only to the 

camera that takes the picture for the verification 

system, while the sample rate of a fake sample is 

related to the camera that stealthy takes the picture, 

the printer that prints the picture and the camera 

related to the verification system. There for, we have 

different optical systems and different sample rates. 

The reason of this difference is the Fresnel spatial 

frequency properties related to the Fourier transform 

that is used in this transformation.  

 The light beams that are reflected from a real face 

are different from a flat planar printout picture. 

Therefor,e the spatial frequencies and intensity of the 

reflected light of a real face is quite different than 
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that provided by a flat printout picture. These 

frequency properties are investigated by the Liveness 

detection methods like Gabor wavelet and Fourier 

spectra analysis. LBP Liveness detection methods 

concentrate on the light intensity and reflection 

differences between live and fake samples. Our method 

takes the advantage of using both frequency and 

intensity properties by using the fusion of LBP and 

Fresnel transformation. As can be seen in Table 1, both 

FDR and PCA fusion Liveness detection methods, had 

0 false positive rates. This is an advantage of our 

algorithm that is able to distinguish all the fake clients 

and fake samples are not permitted. Our method 

presents a real time single image Liveness detection 

algorithm without using any sequential image sets or 

complicated classification algorithms. Using the 

dimensionality reduction method utilities features with 

the same performance and smaller in size. We could 

have simpler classifiers using the features two times 

smaller than the state of the art methods like LBP.  

6. Conclusions 

This manuscript addresses the advantages of using the 

fusion of the Zernike moments of Fresnel transformed 

images in one hand and the LBP histogram on the 

other hand. As our investigations, both of these 

algorithms have the ability to express the differences 

between live and spoofing facial images. We also used 

two dimensionality reduction methods that let us to get 

the feature vectors with the same resolution and 

separability and less in dimensionality. The results 

show that we can have a significant improvement in 

separation of the real and spoofing facial biometric 

samples. The research presents the features with 

smaller dimension and even better in two class 

separation. Our research concentrates on single image 

anti-spoofing methods and the other liveness detection 

methods using extra accessories or sequential images 

are not included. We used a publically available data 

base and the same classifier for having a fair 

comparison. Our research focuses on having an 

evaluation of our features quality in separation of the 

real and fake facial images. The results could be 

further improved by using the sequential images and 

the more complex classifiers and features. 

Nevertheless, in some of the test sets, we were able to 

achieve the accuracy of 100% without any excessive 

complexity and developments.  
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