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Abstract: With the ever-increasing size of data, clustering of large dimensional databases poses a demanding task that should 

satisfy both the requirements of the computation efficiency and result quality. In order to achieve both tasks, clustering of 

feature space rather than the original data space has received importance among the data mining researchers. Accordingly, 

we performed data clustering of high dimension dataset using Constraint-Partitioning K-Means (COP-KMEANS) clustering 

algorithm which did not fit properly to cluster high dimensional data sets in terms of effectiveness and efficiency, because of 

the intrinsic sparse of high dimensional data and resulted in producing indefinite and inaccurate clusters. Hence, we carry out 

two steps for clustering high dimension dataset. Initially, we perform dimensionality reduction on the high dimension dataset 

using Principal Component Analysis (PCA) as a preprocessing step to data clustering. Later, we integrate the COP-KMEANS 

clustering algorithm to the dimension reduced dataset to produce good and accurate clusters. The performance of the 

approach is evaluated with high dimensional datasets such as Parkinson’s dataset and Ionosphere dataset. The experimental 

results showed that the proposed approach is very effective in producing accurate and precise clusters. 
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1. Introduction 

In recent times, majority of the data available 

throughout the world are warehoused in databases. 

Data mining that has received immense attention from 

the research community because of its importance is 

the process of detecting patterns from extremely huge 

quantities of data collection [1]. Knowledge Discovery 

in Databases (KDD) is the other name for data mining 

which has been identified as a potential field for 

database research [53]. Classification or bunching of 

these data into a set of categories or clusters is one of 

the essential methods in manipulating these data [10, 

63]. Clustering is a delineative task that attempts to 

detect similar category of objects based on the 

implications of their features dimensions [26, 28]. One 

can detect the predominant distribution patterns and 

interesting correlations that exist among data attributes 

by clustering which can determine dense and sparse 

areas [4, 5]. 

Easier and faster data collection due to technology 

advances has given rise to larger and more complicated 

datasets with several objects and dimensions. 

Adaptations to existing algorithms are necessary to 

maintain cluster quality and speed as the datasets 

become larger and more diverse. By considering all of 

the dimensions of an input dataset, conventional 

clustering algorithms attempt to find out as much as 

possible about each described object. But, normally 

majority of the dimensions are irrelevant in high 

dimensional data. These irrelevant dimensions can hide 

clusters in noisy data and confuse the clustering 

algorithms. Also, differentiating similar data points 

from dissimilar ones becomes difficult if the distance 

between any two data points is approximately equal 

[44]. In extremely high dimensions, all of the objects 

are normally nearly equidistant from each other and 

such objects completely hide the clusters. In addition, 

curse of dimensionality is another factor associated 

with high dimensional data that makes the clustering 

algorithms to struggle. The distance measure also, 

becomes increasingly meaningless as the number of 

dimensions in a dataset is increased [16, 27, 47]. 

Creating clustering algorithm that can effectively 

deal with high dimensional data is not an easy task [5, 

20]. By decreasing the dimension of the data, some of 

the researchers have recently solved the high-

dimensional problem [33, 42]. As, poor classification 

efficiency due to high dimension of the feature space is 

the bottleneck of the classification task, dimensionality 

reduction is of great significance for the quality and 

efficiency of a classifier [15, 37], particularly for large-

scale real-time data. Conventional and modern 

dimensionality reduction techniques can be broadly 

classified into Feature Extraction (FE) [39, 40, 46] and 

Feature Selection (FS) [23, 36] methods. FE methods 

are normally more effective than the FS techniques 

(except for a few specific cases) and their high 

effectiveness for real-world dimensionality reduction 

applications has been verified already [17, 23, 39, 40]. 

Linear and nonlinear algorithms [11] are two broad 

categories of the classical FE algorithms. Transforming 
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high-dimensional data to a lower-dimensional space by 

employing linear transformations along the lines of 

certain criteria is the objective of linear algorithms, for 

example like Principal Component Analysis (PCA) 

[29], Linear Discriminant Analysis (LDA) [45, 60], 

and Maximum Margin Criterion (MMC) [40]. 

Conversely, transforming the original data without 

altering selected local information by means of 

nonlinear transformations consistent with certain 

criteria [65], is the objective of nonlinear algorithms 

[7], for example Locally Linear Embedding (LLE) 

[50], ISOMAP [55], and Laplacian Eigenmaps. High 

dimensional data can be transformed into a low 

dimensional space with minimum reconstruction error 

by means of the unsupervised linear feature reduction 

method called PCA [29]. The direction of maximum 

variance in the data is identified by PCA [13, 31, 58, 

66].  

Here, we have proposed an approach for data 

clustering of high dimension dataset such as 

Parkinson’s dataset and Ionosphere dataset using 

Constraint-Partitioning K-Means (COP-KMEANS) 

clustering algorithm. We at first tried to generate 

clusters from whole high dimension dataset but it 

proved ineffective because of the intrinsic sparse of 

high dimensional data. Hence, we are proposing an 

approach; where we will carry out two steps for 

producing clusters of high dimension dataset. At the 

start, we reduce the dimension i.e., attributes of the 

original dataset by performing the dimensionality 

reduction on the high dimension dataset using PCA as 

a preprocessing step to data clustering. Later, we 

integrate the COP-KMEANS clustering algorithm to 

the reduced dataset to produce good and accurate 

clusters.  

The paper is organized as follow: section 2 deals 

with some of the recent research works related to the 

approach. Section 3 explains the data clustering of raw 

high dimension data. Section 4 describes the need for 

dimension reduction. Section 5 describes PCA. Section 

6 illustrates the proposed data clustering for high 

dimension datasets with necessary mathematical 

formulations. Section 7 discusses the experimentation 

and evaluation results. Section 8 concludes the 

research work. 

 

2. A Survey of Recent Research in the Field  

Our approach concentrates on efficient data clustering 

for high dimension datasets. Several researchers have 

developed numerous approaches for clustering high 

dimension datasets. Here, we have offered some of the 

noteworthy researches for clustering high dimension 

datasets. 

Amorim [5], has presented a method for clustering 

by employing two pair-wise rules (must link and 

cannot link) and a single-wise rules (cannot cluster) 

single-wise rule that uses extremely restricted quantity 

of labeled data. They have demonstrated that the 

precision of results could be improved by including 

these rules in the intelligent k-means algorithm and 

verified the same by means of experiments where the 

actual number of clusters in the data has not been 

previously known to the method. Jun and Xiong [30], 

have proposed a high-dimensional data clustering 

approach based on genetic algorithm, called GA-HD 

clustering. Their clustering approach has identified 

effective feature subspaces by searching the feature 

subspace using genetic algorithm. Binary encoded 

candidate features and cluster centers have been 

utilized and the extent of feature subspace contribution 

to subspace clustering has been proposed as the fitness 

function. The practicability and efficiency of the GA-

HD clustering algorithm have been demonstrated by 

experimental results. 

Khalilian et al. [33], have discussed that dimension 

reduction by means of vertical data reduction 

performed before employing clustering methods for 

exceedingly large and high dimensional data sets has 

the main disadvantage of reducing the quality of 

results. Still, extra carefulness has been recommended 

because dimensionality reduction methods unavoidably 

cause some loss of information or may impair the 

comprehensibility of the results, even disfiguring the 

real clusters. They have proposed a method for use in 

high dimensional datasets that improves the 

performance of the K-Means clustering method by 

employing divide and conquer technique with 

equivalency and compatible relation concepts. The 

proper precision and speed up of their proposed 

method have been proved by experimental results.  

Rajput et al. [49], proposed a basic framework by 

integrating the hypothesis of rough set theory (reduct) 

and k-means algorithm for efficient clustering of high 

dimensional data. First, by discarding the superfluous 

attributes by means of the reduct concept of rough set 

theory, it has identified the low dimensional space in 

the high dimensional data set. Then, it has identified 

suitable clusters by employing the k-means algorithm 

on this low dimensional data reduct. The fact that the 

framework increases the efficiency of the clustering 

process and the precision of the resultant clustering has 

been proved by their experiment on test dataset.   

Tajunisha and Saravanan [54] have discussed that 

the initial centroid selected as well as the dimension of 

the data substantially impact the quality of the resulting 

clusters in the computationally costly k-means 

clustering algorithms utilized for several practical 

applications. The precision of the resultant value may 

have not been up to the mark when 

the dimensions of the dataset are high because they are 

not sure that the selected dataset is free from noise and 

defect. So, efficiency and precision improvement 

necessitates decreasing the dimensionality of the 

given dataset. They have proposed a new method that 

identifies initial centroid and also, decreases the 
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dimension of the data by employing PCA to improve 

the precision of the cluster results.  

Anaissi et al. [32], have proposed a framework 

based on FS, linear dimensionality reduction and non-

linear dimensionality reduction for 

very high dimensional data reduction. They have 

proposed mutual information based FS for screening 

features and identifying the most appropriate features 

with least redundancy. The potential variables have 

also, been extracted from a high dimensional dataset 

by means of a kernel linear 

dimensionality reduction method. Also, the dimension 

has been reduced and the data has been visualized 

using a local linear embedding based non-linear 

dimensionality reduction. Outputs of each step and the 

efficiency of this framework have been demonstrated 

by means of experimental results. 

Dash et al. [14], have discussed that preprocessing 

the data by means of an efficient dimensionality 

reduction technique is essential to improve the 

efficiency and accuracy of the mining task on high 

dimensional data. They have simplified the analysis 

and visualization of multi dimensional data set by 

using a proposed PCA method as the first phase for K-

means clustering. They have also, made the algorithm 

more effective and efficient by identifying the initial 

centroids using a new proposed method. By comparing 

the results of their proposed approach with that of the 

original approach, they have proved that their proposed 

approach obtains more precise, simple to understand 

results and most importantly takes considerably less 

processing time. 

 

3. Data Clustering of High Dimension 

Dataset using K-Means Algorithm and 

Constraint-Partitioning K-Means 

Algorithm 

Clustering is process with grouping together objects 

which are similar to each other and dissimilar to the 

objects that belong to other clusters [4]. Cluster is used 

to assemble items that appear to fall naturally 

simultaneously [52, 61]. In general, the data clustering 

works as shown in Figure 1.  

 

 

Figure 1. Data clustering of raw dataset. 

 

Therefore, let us take the whole high dimension 

dataset and apply COP-KMEANS algorithm which is 

proved to be a clustering algorithm as described in 

section 3.1 to form precise clusters. 

 

 

3.1. Constraint-Partitioning K-Means (COP-

KMEANS) 

There has been numerous wide-ranging works 

integrating instance-level constraints into clustering 

methods [6, 8, 35, 49, 59].  Two objects must be 

positioned into related cluster Must-Link (ML) or 

unrelated clusters Cannot-Link (CL) indicate instance-

level constraints. Then the complete set of resulted 

constraints is then offered to the K-Means clustering 

algorithm [61]. This semi-supervised approach has led 

to better concert on noun phrase co reference 

resolution and GPS-based map refinement [47], person 

identification from surveillance camera clips [4] and 

landscape detection from hyper spectral data [41] and 

quite a lot of real world purposes [34].  

COP-KMEANS [59] uses labeled instances as 

constraints to limit the K-Means clustering process 

[43]. All pairs of labeled instances are marked as either 

‘must-link’ or ‘cannot-link’ based on a threshold value. 

Must-link constraints indicate that two objects have to 

be in the same cluster. Cannot-link constraints indicate 

that two objects must not be positioned in the same 

cluster. A set of must-link constraints Con=, and a set 

of cannot-link constraints Con6= are generated by 

initializing Con= and Con6= to φ. Then, randomly 

choose two distinct points a and b from labeled data D. 
  

)}b,a{(ConConelse

)}b,a{(ConConthen))b(Label)a(Label(If
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∪==

==
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The COP-KMEANS algorithm in general takes in a 

data set (D), a set of must-link constraints Con=, and a 

set of cannot-link constraints Con6= and returns a 

partition of the objects in D that satisfies all specified 

constraints. The steps of the algorithm for COP-

KMEANS algorithm is explained as follows: 
 

• Step 1: Consider the initial cluster centers as 

C1,C2,…Ck. 

• Step 2: For each data point di in D, check the 

constraints violation. 

a. If constraints are not violated, assign object to 

cluster ‘k’. 

b. If constraints are violated, check for next nearest 

cluster. If any cluster nearby, check condition a. 

else return with failure. 

• Step 3: For each cluster Ci, update its center by 

averaging all of the data points dj that have been 

assigned to it.  

• Step 4: Iterate the above two steps until 

convergence. 
 

We applied COP-KMeans algorithm which is used as a 

tool for data mining to the whole high dimension 

dataset but observed that it did not fit properly to 

cluster the raw high dimensional data sets, because of 

the intrinsic sparse of high dimensional data. When a 
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high dimension dataset is taken for example, UCI data 

sets like Parkinson’s dataset and Ionosphere dataset 

and so on, this algorithm frequently converges with 

one or more clusters which are either empty or 

summarize a small amount of data points (i.e., one data 

point) leading to generate imprecise and inaccurate 

clusters. Hence, a solution is very much in need for 

handling the problem of high dimensionality dataset to 

form accurate clusters. 

 

4. Necessity of Dimension Reduction 

Clustering in high-dimensional spaces for data mining 

is a common problem in several fields of science [45]. 

Original K-means algorithm and algorithms based on 

K-Means have extremely high computational 

complexity, particularly for large data sets. Also, as the 

dimensionality of the data is increased the number of 

distance calculations increases exponentially [14]. 

Generally, only a few dimensions are related to 

some clusters as the dimensionality increases, but the 

large amount noise that may be produced by the data in 

the unrelated dimensions may hide the actual data to be 

discovered. Moreover the distance measure 

fundamentally becomes meaningless for cluster 

analysis as all the data points located at different 

dimensions can be regarded as equally distanced 

because data normally becomes sparse as the 

dimensionality increases. Hence, cluster analysis of 

datasets consisting of a huge no. of features/attributes 

includes attribute reduction or dimensionality 

reduction as an essential data-preprocessing task [14].  

Several methods overcome the problems due to high 

dimensionality by utilizing global dimension reduction 

techniques. Minimizing dimensionality of data prior to 

utilizing classical clustering method is a commonly 

utilized solution. The most popular one among these 

techniques is the frequently employed data mining 

technique called PCA [29]. But, PCA being a linear 

technique considers only the linear dependencies 

between variables. In recent times, several non-linear 

techniques like Kernel PCA [51], non-linear PCA [19, 

21] and techniques based on neural networks [22, 50, 

55, 56, 57] have been proposed. 

 

5. Principal Component Analysis (PCA) 

PCA [2, 3, 12, 18, 24, 38, 67], which is mathematically 

described as an orthogonal linear transformation 

transforms data to a new coordinate system in such a 

way that the largest variance by any projection of the 

data exists on the first coordinate (known as the first 

principal component), the second largest variance on 

the second coordinate, and so on. Several possibly 

correlated variables are transformed by it into fewer 

uncorrelated variables called principal components. 

Hence, key variables in a high dimensional data set 

that describe the discrepancy in the observation can be 

determined by the statistical technique PCA which can 

also, be used to facilitate the analysis and visualization 

of high dimensional data set, without considerable loss 

of information. 

 

5.1. Principal Component (PC) 

Theoretically, a principal component can be described 

as a linear association of optimally weighted monitored 

variables which increases the variance of the linear 

association and which have zero covariance with the 

preceding PCs. PC’s are calculated by Eigen value 

decomposition of a data covariance matrix or singular 

value decomposition of a data matrix, usually after 

performing data centering for each attribute. 

 

5.2. Elimination Methods of Unnecessary PCs 

A number of PCs equivalent to the number of original 

variables are generated when the dataset is transformed 

to the new principal component axis. As most of the 

variances are described by many of the first PCs the 

remaining can be discarded with negligible loss of 

information. The number of PCs that must be 

preserved for interpretation is determined using the 

following several criteria: 
 

• Scree Diagram automatically discards the PCs with 

extremely low variances by plotting the variances in 

percentage pertaining to the PCs. 

• PCs having variance less than a specified threshold 

value can be discarded. 

• PCs having Eigen values less than a specified 

fraction of the mean Eigen value can be eliminated.  

 

6. Proposed High Dimension Data 

Clustering using Constraint-Partitioning 

K-Means Algorithm 

Dimension reduction is performed as a preprocessing 

step in majority of the applications. Clustering, 

classification, and several other machine learning and 

data mining applications frequently employ dimension 

reduction. It usually reduces computational cost by 

removing the noisy dimensions (irrelevant attributes) 

while retaining the most essential dimensions 

(attributes). Thus, in our proposed approach, we are 

performing the dimensionality reduction on the high 

dimension dataset using PCA. The dimensionality of 

the high dimension dataset is reduced in such a way 

that dataset containing i attributes are approximately 

reduced to j attributes, where i>j. Later, we integrate 

the COP-KMEANS clustering algorithm to the reduced 

dataset to produce good and accurate clusters. The 

following are the steps incorporated for data clustering 

of raw high dimension dataset and are shown in Figure 

2. 
 

1. Perform dimensionality reduction using PCA. 
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2. Apply COP-KMEANS algorithm on reduced 

dataset. 

 

 

Figure 2. Proposed data clustering for high dimension dataset. 

 

6.1. Perform Dimensionality Reduction using 

PCA 

PCA method [2, 3, 12, 18, 24, 38, 67] performs 

covariance analysis between factors decrease the 

dimensionality of the data. By itself, it is fit for data 

sets in multiple dimensions, such as UCI datasets for 

instance Parkinson’s dataset and Ionosphere dataset, 

and so on. For our proposed work, we are performing 

PCA using the covariance method. Following is a 

comprehensive explanation of PCA using the 

covariance method: 
 

1. Organize the original dataset in a matrix form. 

2. Subtract the mean from each of the data dimensions. 

3. Find the data covariance matrix. 

4. Find the eigenvectors and Eigen values of the 

covariance matrix.
 

5. Rearrange the eigenvectors and Eigen values in 

decreasing order. 
 

6. Remove weaker components from PCs and form 

transformation matrix consisting of significant PC’s. 

7. Find the reduced data set using the reduced PCs. 
 

Suppose we have a sample data X comprising of ‘A’ 

records and each having ‘B’ attributes, and we want to 

reduce the data such that each record will have only 

‘C’ attributes in such a way that C<B. 

1. Organize the high dimensional dataset X in a matrix 

S: Arrange data as a set of ‘N’ data vectors S1, 

S2,…,SN where each Sn represents a single grouped 

record of the ‘B’ attributes. 
 

a. Write S1, S2,…,SN as column vectors, each of 

which has B rows. 

b. Place the column vectors into a single matrix S of 

dimensions B×N. 
 

2. Subtract the mean from each of the data dimensions: 

For PCA to work properly, we have to subtract the 

mean from each of the data dimensions. Find the 

mean along each dimension b=1,2,…,B. Then, place 

the calculated mean values into mean vector of 

dimensions B×I. Later, subtract the mean vector 

from each Sn values of the data matrix S. Now, store 

the mean-subtracted data in the B×N matrix U.  This 

produces a data set whose mean is zero. 

3. Find the data covariance matrix C: Find the B×B 

covariance matrix C from the outer product of 

matrix U with itself. 

∑= *
1

UU
N

C
 

4. Find the eigenvectors and Eigen values of the 

covariance matrix C: Compute the matrix V of 

eigenvectors which diagonalizes the covariance 

matrix C 

DCVV 1 =−  

a. D is the diagonal matrix containing Eigen values 

of C which will take the form of B×B diagonal 

matrix. 

b. Matrix V is also, of dimension B×B contains B 

column vectors corresponding to the B 

eigenvectors of the covariance matrix C. 

c. For a covariance matrix, the eigenvectors 

correspond to principal components and the 

eigenvalues to the variance explained by the 

principal components. 
 

5. Rearrange the eigenvectors and Eigen values in 

decreasing order: The eigenvector with the highest 

Eigen value is the principle component of the data 

set. Thus, assemble the columns of the eigenvector 

matrix V and Eigen value matrix D in the decreasing 

order of Eigen values. This gives us the components 

in order of significance. 

6. Remove weaker components from PCs and form 

transformation matrix consisting of significant PC’s: 

Selecting the number of PC’s is a significant 

question. The largest eigenvalues correspond to the 

principal-components that are related with a large 

amount of the covariability amongst a number of 

observed data. Hence, we will remove weaker 

principal components from the set of components 

obtained. For the removal, perform any one of the 

three suitable methods explained in section 5.2. And 

generate the transformation matrix P with reduced 

PCs is formed. 

7. Find the reduced data set using the reduced PCs: 

The transformation matrix P is applied to the 

original data set X to produce the new reduced 

projected dataset H which we can make use for data 

clustering. 
 

Now, we integrate the COP-KMEANS algorithm [47] 

as explained in section 3.1 to the reduced dataset H. 

 

7. Results and Discussion 

The experimental results of the proposed high 

dimension data clustering using COP-KMEANS 

algorithm described in this section. The comparative 

analysis of the proposed algorithm with the original 

COP-KMEANS algorithm [56], is presented for 

synthetic datasets and the real world datasets.  

 

 

 

 

(1) 

(2) 
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7.1. Experimental Design and Set Up 

The proposed high dimension data clustering using 

Constraint-Partitioning K-Means Algorithm is 

implemented in Java (jdk 1.6) and the experimentation 

is carried out on a 3.0GHz Pentium PC machine with 

2GB main memory. For experimentation of the 

proposed work, we have used two datasets from the 

UCI machine repository such as Parkinson’s dataset 

and Ionosphere dataset. Parkinson’s dataset [56] 

contains 197 instances that are described by 23 

attributes and Ionosphere dataset [57] contains 351 

instances that are described by 34 attributes. 

 

7.2. Evaluation Metrics  

The performance of the proposed high dimension data 

clustering using constraint- partitioning K-Means 

algorithm is evaluated by means of three evaluation 

measures. They are: 
 

1. Reduced number of attributes.  

2. Clustering Accuracy.  

3. Clustering Error (Ce). 
 

We have used the clustering accuracy explained in [22, 

25] for estimating the performance of the proposed 

approach. The evaluation metric used in the proposed 

approach is given below, 

      

Nc1
C      Xa cc

N i 1
d

Clustering Accuracy, = ∑
=

 

      

 

                    
C    1    CAeClustering Error, = −

 
 

where, Nd→ Number of data points in the dataset. 

           
Nc→ Number of resultant cluster. 

       Ncc→ Number of data points occurring in both   

                 cluster i and its corresponding class. 

 

7.3. Experimental Results  

Consider a sample dataset containing 15 data objects 

that are described by 10 attributes using which the 

initial experimentation performed. At first, we 

organized the original sample dataset in a matrix form 

as shown in Table 1. Then, we subtracted the mean 

from each of the data dimensions. Next, we found the 

data covariance matrix. Later from the covariance 

matrix, we computed the eigenvectors that correspond 

to principal components and the eigenvalues to the 

variance explained by the principal components. After 

rearranging eigen values in decreasing order, we will 

calculate the mean of eigen values from Table 2 and 

will eliminate the PCs having Eigen values less than 

mean Eigen value which helps in removing the weaker 

principal components. Thus, from the highest values of 

eigen values, we obtain the reduced dataset as shown 

in Table 3 where after applying dimension reduction, 

we obtained only 4 attributes. The result we obtained is 

the reduced data set using the reduced PCs shown in 

Table 3. Now, we applied COP-KMEANS algorithm 

to the reduced dataset shown in Table 3. Initially, we 

have to compute the must link constraints and cannot 

link constraints using Euclidean distance metric 

between all the points and keeping threshold as λ=3.  

We provided these must-link and cannot-link 

constraints along with the dataset as an input to the 

algorithm to produce clusters.  
 

Table 1. The original data matrix X with 15 data objects having 10 

attribute values. 
 

 a b c d e f g h i j 

Data1 1 5 1 1 1 2 1 3 1 1 

Data2 2 5 4 4 5 7 0 3 2 6 

Data3 3 3 1 1 19 2 2 3 1 1 

Data4 4 6 8 8 1 3 4 5 7 1 

Data5 5 4 1 1 3 2 1 3 1 7 

Data6 6 8 0 10 8 7 10 9 17 1 

Data7 7 1 1 1 1 2 10 3 1 1 

Data8 8 2 1 2 1 2 1 3 1 3 

Data9 9 2 5 1 21 6 1 1 1 5 

Data10 10 4 2 1 7 2 1 2 1 1 

Data11 11 3 1 1 1 1 3 3 1 1 

Data12 12 2 1 21 1 2 1 2 1 1 

Data13 13 2 1 1 1 2 1 2 1 5 

Data14 14 5 5 3 3 2 13 4 4 1 

Data15 15 1 2 2 1 2 3 3 1 3 

Table 2. shows PCs and corresponding Eigen value. 

PC Eigen Value 

1 0.08940 

2 0.66158 

3 0.86841 

4 2.9814 

5 5.2712 

6 6.7445 

7 20.77251 

8 22.95552 

9 39.38671 

10 49.2402 

Table 3. The reduced data set. 

 g h i j 

Data1 1 3 1 1 

Data2 0 3 2 6 

Data3 2 3 1 1 

Data4 4 5 7 1 

Data5 1 3 1 7 

Data6 10 9 17 1 

Data7 10 3 1 1 

Data8 1 3 1 3 

Data9 1 1 1 5 

Data10 1 2 1 1 

Data11 3 3 1 1 

Data12 1 2 1 1 

Data13 1 2 1 5 

Data14 13 4 4 1 

Data15 3 3 1 3 

 

In the following Table 4, we provided the attributes 

in the input data and attributes reduced after applying 

the PCA algorithm. The result is taken for both the 

datasets for analysis. From the table, we have seen that 

(3) 

(4) 
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number of attributes is significantly reduced after 

applying PCA algorithm. 
 

Table 4. Original number of attributes and reduced number of 

attributes using PCA are listed for Parkinson’s dataset and 

Ionosphere dataset. 
 

Parkinson’s Dataset Ionosphere Dataset 

Original no. 

of attribute 

Reduced no. 
of attributer 

using PCA 

Original no. 

of attribute 

Reduced no. 
of attributer 

using PCA 

22 4 34 7 

 

7.4. Comparartive Analysis  

This section presents the comparative analysis of the 

proposed approach with the COP-KMeans algorithm 

[47]. The clustering accuracy of the two algorithms are 

computed for both the datasets and given in the Table 

5. Similarly, the clustering error is also, computed for 

both the datasets and given in Table 6. From the 

figures, it is very clear that the proposed approach is 

comparatively effective with the original COP-

KMeans algorithm in producing clusters. 
 

Table 5. Comparing the clustering accuracy of proposed approach 
and Original COP K means approach. 

Parkinson’s Dataset Ionosphere Dataset 

Proposed 

Approach 

Original 
COP- K 

means 

Proposed 

Approach 

Original 
COP- K 

means 

73.84 67.89 71.51 68.67 

  

Table 6. Comparing the clustering error of proposed approach and 
Original COP K means approach. 

Parkinson’s Dataset Ionosphere Dataset 

Proposed 

Approach 

Original 

COP- K 
means 

Proposed 

Approach 

Original 

COP- K 
means 

26.16 32.31 28.49 31.33 

 

8. Conclusions 

Here, we have performed COP-KMEANS algorithm to 

the original high dimension dataset proved that 

clustering the raw high dimensional data sets did not 

produce precise clusters due to intrinsic sparse of high 

dimensional data. Hence, in our proposed approach, we 

have carried out two steps for clustering high 

dimension dataset. Initially, we have performed the 

dimensionality reduction on the high dimension dataset 

using PCA as a preprocessing step to data clustering. 

Later, we have integrated the COP-KMEANS 

clustering algorithm to the reduced dataset to produce 

precise clusters. The performance of the proposed 

approach is evaluated with high dimension UCI 

datasets such as Parkinson’s dataset and Ionosphere 

dataset. The experimental results showed that the 

proposed approach is very effective in producing 

precise clusters compared with the original COP-

KMEANS algorithm. 
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